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AHOTAIS

Kyxap . O. «Pospobka ingopmayitinoi cucmemu 011 ceemeHmayii
300padicenHs i3 BUKOPUCMAHHAM  MemoOi8  WIMYYHO20  IHMENeKmy»:
Ksamidikarmiitna pobota wmarictpa: 122 — Komn’rotepui nayku. Kpusmit Pir.
KpuBopi3bkuii HallioHaJIbHUH yHIBepcuteT, 2025 75c¢.

OG’exTOM JOCHIKEHHS € MU(PPOBI 300pakeHHs, SKi BUCTYIAIOTh OCHOBHUM
JDKEpeJIoM JaHUX NS 3a7a4 CerMeHTallli.

Mera [OCHiIKEHHS TOJIATa€ y CTBOPEHHI BUCOKOTOYHOI Ta THYYKOi CUCTEMHU
CerMeHTallll 300pa)keHb, MPHUAATHOI Uisi poOOTH 3 PI3HUMM THUIIAMH JaHUX Ta
NOJAJIBLIOT IHTETpalli y NPUKIAIHI IPOrpaMHi KOMIUIEKCH.

VY mepmomy po3aiial MPOBEACHO aHajll3 CyYyaCHHMX MITXOJIB JI0 CerMeHTallii
300paKe€Hb, PO3MVIAHYTO KJIACHYHI METONHM, apXITEKTypu INIMOOKOrO HaBYaHHA Ta
TpaHchopmepHi Mozeni. [IpoaHanizoBaHo JiTepaTypHi JKepela, MaTeHTH, a TaKoX
BUSIBJICHO TIEpeBary ¥ HEJOJIIKU ICHYIOUUX PIIICHb.

Y napyromy po3aiini po3po0JICHO MaTeMaTHYHY Ta aJrOPUTMIYHY MOJEh
cerMeHTarii  300paxeHb. CdopMyabOBaHO TOCTAHOBKY  3ajadi, HaBEACHO
(dbopMalIbHUI ONUC aNTOPUTMY, KOMOIHOBaHY (DYHKIIIFO BTpaT, OJOK-CXEMY MPOLECY
00pOOKH Ta CUCTEMY METPHK OI[IHIOBAHHSI.

Y TperhoMy poO3auTl 3AIHCHEHO NPOTpaMHy peamizaiiio iHdopmariitHoi
cuctemu. I[lpeacTaBieHo apXiTEKTypy CHUCTEMH, OOIPYHTOBAHO BHOIp MpPOrpaMHHX
3ac001B, MPOBEJICHO HABYAHHS Ta TECTYBaHHS MOJIEJIEH, a TAKOXK OIIIHKY €()eKTUBHOCTI
po0OOTH 13 3aCTOCYBAHHSIM CYyYaCHUX METPUK CErMEHTAIllIi.

Kmouosi cnosa: CETMEHTAIIISA 305PAXKEHD, HITYYHUI THTEJIEKT,
3T'OPTKOBI HEMPOHHI MEPEXI, TPAHC®OPMEPH, U-NET, DEEPLAB,
SEGMENT ANYTHING, IHOOPMAIIITHA CUCTEMA.



ANNOTATION

Kukhar D. O. "Development of an Information System for Image Segmentation
Using Artificial Intelligence Methods': Master’s qualification thesis: 122 — Computer
Science. Kryvyi Rih. Kryvyi Rih National University, 2025. — 75 p.

The object of research is digital images, which serve as the main source of data
for segmentation tasks.

The aim of the study is to develop a highly accurate and flexible image
segmentation system suitable for processing various types of data and for further
integration into applied software solutions.

The first chapter provides an analysis of modern approaches to image
segmentation, considering classical methods, deep learning architectures, and
transformer-based models. Literature sources and patents are reviewed, and the
advantages and disadvantages of existing solutions are identified.

The second chapter presents the mathematical and algorithmic model of image
segmentation. The problem statement 1s formulated, and the chapter provides a formal
description of the algorithm, a combined loss function, a processing flowchart, and a
comprehensive system of evaluation metrics.

The third chapter focuses on the software implementation of the information
system. The system architecture is presented, the choice of software tools is justified,
training and testing of models are performed, and the efficiency of the system is
evaluated using modern segmentation metrics.

Keywords: IMAGE SEGMENTATION, ARTIFICIAL INTELLIGENCE,
CONVOLUTIONAL NEURAL NETWORKS, TRANSFORMERS, U-NET,
DEEPLAB, SEGMENT ANYTHING, INFORMATION SYSTEM.
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BCTYII

CermenTattist 300pa>keHb € OJIHIEIO 3 KIIFOUOBHUX 33]1a4 Y Taly31 KOMIT I0TEPHOTO
30py Ta MITYYHOTO 1HTENEeKTy. BoHa mepenbavae moain mudpoBoro 300pakeHHsT Ha
OKpeMi 001acTi 260 00’ €KTH 3 METOIO BUIIICHHSI CyTTEBOT 1HPOPMAIIIT 711 TOAATBIIOT
00poOKku Ta aHami3zy. EdekTuBHaA cermeHTallis JA03BOJISIE aBTOMATHU3YyBAaTH MPOIIECH
pO3ITi3HAaBaHHA, IIarHOCTUKH, KJIacudiKaIlii Ta TPOTHO3YBAHHS Y PI3HUX IPEAMETHUX
rayry3sx — B1Jl MEIULIMHU 10 aBTOHOMHOT'O TPAHCIIOPTY 1 Te0iHPOPMAIIHHUX CUCTEM.

AKTYanbHICTb JOCTIPKEHHS 3yMOBJIEHA CTPIMKUM PO3BUTKOM 1H(OpMAIiiHUX
TEXHOJIOT1i, 3pOCTAHHIM OOCSTIB HU(PPOBUX JAaHUX Ta MOTPEOOIO y HIBUAKOMY W
TOYHOMY aHaji31 Bi3yaibHOI 1HPopMmarlii. TpaauiiiitHi MeTo U cerMeHTaIlli (moporosi
QITOPUTMH, KJIacTepHu3allisi, MOPGOJIOTIUHI Orepallii) 3aJulIalThcs eHEeKTUBHUMU
JUTS TIPOCTUX 3a/1a4, OJHAK BOHM HE 3a0€3Meuy0Th HAJIEKHOI TOYHOCTI Y BUIAAKAX,
KOJIM 300pakeHHSI MalOTh BUCOKHUM PIBEHb IIYMIB, CKJIQJHI CTPYKTYpHU UM PO3MUTI
MeXi. Y TakuX yMOBax MPOBIJIHI MO3UIT 3aiiMalOTh METOAM TIMOOKOTO HaBYaHHS,
30kpema 3ropTkoBi HeilponHi Mepexi (U-Net, SegNet, DeepLab) Ta cyuacHi
apxiTekTypu Ha ocHOBi TpancdopmepiB (Vision Transformer, Swin Transformer,
Segment Anything Model).

Po3pobka iHdopMmariitHoi cuctemMu I cerMeHTallii 300pakeHb Ha OCHOBI
METO/IB IITYYHOTO 1HTEJIEKTY JO03BOJISIE TMOEAHATH AQJITOPUTMIUYHY TOYHICTH 3
NPaKTUYHOI  LIHHICTIO, 3a0e3Medyroud THYYKICTh, MAacIITa0OBaHICTh  Ta
yHIBEpCAIBHICTH pilieHb. [1010H1 cucTeMH MalOTh TUPOKE 3aCTOCYBAHHS:

— Y MEAWIMHI — I aBTOMATHU30BAHOTO BHUJIIJICHHS OpraHiB, MyXJIHH YU
matonoriii Ha KT ta MPT-3HIMKaX;
— Yy TpaHCHOPTI — ISl PO3MI3HABAHHS JOPOXKHIX 3HAKIB, IMMIIIOXOMIB 1

TPAHCIIOPTHUX 3aC0O0IB B CHCTEMaX JIONTIOMOTH BOJIIEB] Ta aBTOIMJIOTAX;

— y reoiHopmaliiiHUX cucTeMax — [ aHaji3y CyNYTHUKOBUX Ta
aepoOoTO3HIMKIB 3 METOI 1eHTHdIKallli OyaiBeNb, JIICiB, BOJAOWM Ta 1HIIUX

00’ €KTIB;



— 'y IPOMHUCIOBOCTI — JIJIs1 KOHTPOJIIO SIKOCTI MPOAYKIIi Ta BUSBICHHS A€(PEKTIB
o0J1aTHAHHS.

O06’extoM nocmikeHHs € nudpoBi 300pakeHHs K JKepeno iHdopmaii 1 3a1a4
cerMeHTariii.

[IpeameToM JOCHIKEHHSI € METOIU CEerMeHTallii 300pakeHb 13 BUKOPUCTAHHSIM
TEXHOJIOT1H ITYYHOTO 1HTEJICKTY.

Metor A0CHIKEHHS € po3poOKa 1HGOpMaIIMHOI CUCTeMH ISl CerMeHTarlil
300paxeHpb, sika 3abe3mneuye MiABHUILEHY TOYHICTb, aJallTUBHICTh O PI3HUX THUIIIB
BXI1JTHUX JIaHUX 1 MOKJIUBICTD IHTETpaIlil y NPUKIIAHI TPOrpaMHi KOMIUIEKCH.

JIj1s nOoCATHEHHS TOCTaBJICHOT METH HEOOX1THO BUPIIIUTH TaKl 3aB/IaHHS:

1) IlpoanamizyBaTu CydacHi JIITEpaTypHI JOKEpesla, NaTEeHTH Ta ICHYHoYi
1H(OopMaIliiiHI CHCTEMHU CerMeHTaIlli 300pa’keHb.

2) Bu3HauuTH HEAOIIKU Ta IEPEBArU KIACUYHUX 1 CyYaCHUX METO/IIB CErMEeHTaIlli.

3) Po3pobutn  MaremMaTu4yHy MOJeNIb Ta  QJITOpUTMIYHE  3a0€3MeUeHHS
CErMEHTallNHOI CHCTEMU.

4) OOrpyHTyBaTH BHOIp apXITEKTypd HEHPOHHOI MeEpexi Il BHUPILICHHS
NOCTaBJIEHOT 3a/1ayi.

5) PeanizyBaTu nporpaMHuii MPOTOTHUII 1HHOPMAIIHHOT CUCTEMHU.

6) IlpoBecTn eKCHepUMEHTAJIbHI JOCHIPKEHHS Ta OLIHKY €(QEeKTHUBHOCTI
po3pobieHoi cuctemu 3a gonomoror cydacHux Metpuk (IoU, Dice Precision,
Recall, Accuracy).

7) Hagatu pexkomeHpalii 1100 IMOAAIBIIOr0 YAOCKOHAJICHHS CHUCTEMH Ta ii
IPAKTUYHOTO 3aCTOCYBaHHS.

Meroau gocniKeHHs BKIIIOYAIOTh aHaJ13 JTITepaTypPHUX JKepei, MaTeMaTUyHe
MOJICJIOBAHHS, METOJM MAIMHHOTO Ta TJIMOMHHOrO HaBuaHHs (30kpemMa CNN 1
TpaHC(OPMEPHI apXITEKTypH), €KCIIEPUMEHTAJIbHE TECTYBaHHS Ha BIAOMHX Habopax
nanux (RSSS Dataset, Crack Segmentation Dataset, Brain Tumor To1o), a Takox

METOJIM CTATUCTUYHOI OLIIHKH SIKOCT1 PE3yJIbTaTIB.
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HaykoBa HOBHW3HA mMoOjsirae y TMOEIHAHHI CYYacHHUX apXiTEKTyp TIHOOKOTO
HaBYaHHS 3 €JIeMEHTaMu TpaHc(hopMepHUX MoOeneH, 1o 3a0e3nedye MiABUIICHHS
TOYHOCTI CerMEHTallii Ta CTIHKICTh A0 IIyMiB 1 apTe(]aKTiB.

[IpakTyHe 3Ha4YEHHSI pOOOTH MOJIATA€ y CTBOPEHHI MPOTOTUNTY 1H(POpMAIIiHOT
CHUCTEMH, SIKy MOKHA aJanTyBaTH IS PI3HUX NpEeIMETHUX Traimy3edl. PesynbraTn
JOCTIPKEHHST MOXXYTh OyTH BHKOPHUCTaHI y MEIMYHUX JIarHOCTUYHUX CHCTEMax,

TPAHCIIOPTHUX TEXHOJIOTISAX, Ta Teo1H(PpOpMaIlIHHUX TIIaTHopMax.
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PO31LT 1
AHAJII3 CYYACHMX MIIXOAIB 10 CETMEHTAIIT 305PAJKEHD

1.1 TeoperuuyHi 0OCHOBM Ta MOCTAHOBKA 3a/Ja4i cerMeHTaNii 300paKeHb

CermenTariis 300pakeHb € (GyHIAMEHTAJIBHOK  33/lauelo y  raiysi
KOMIT FOTEPHOTO 30py Ta IITYYHOTO 1HTENEKTY, IO nepeadadae moain mudpoBOro
300paxxeHHsI Ha OKpemi obOsacti abo 00’€KTH BIAMOBIIHO A0 TEBHUX KPHUTEPIiB
onHopiaHocTi [1; 3]. OcHOBHA MeTa CeTMEHTAIllli OJIATa€e y BUJILJIEHHI CTPYKTYpPOBaHO1
iHdopmarli s noxaneoi oOpoOku, kiacudikamii yu aHanizy. BoHa BucTymae
0a30BHM €TaroM y CHCTEMax MEIWYHOI JIarHOCTHKH, TPAHCTIOPTHHUX TEXHOJIOTISX,
MIPOMUCIIOBOMY KOHTPOJII IKOCT1 Ta reoiH(popMaiiHuX cucremax [2; 4; 5].

VY 3aranbHOMY BUTJIAII HUPPOBE 300pakKeHHSI MOXKHA MOJATH K MATPHUIIO MIKCEIIB:

I={p; | 1<i <M 1<j<N} (1.1)
Je P;j — IHTCHCHBHICTH (abO BEKTOp KOIBOPOBHMX KOMIIOHCHTIB) TIKCes 3

xoopaunatamu (i,7), M X N — posmipHicTs 300paxenns [3].
3amaua cerMeHTallii noJsirae y mooyoBi BigoOpaxeHHs

f:1->1L, (1.2)
He L ={ly,15,...,lx} — MHO)MHA MiTOK KiaciB, WO BiAMOBIZAIOTH 06JACTIM
300pakeHHs. TakuM YUHOM, KOXXHOMY IIIKCENI0 300pa)K€HHS CTaBUThCA Y
BiJIMIOBITHICTD TIeBHUIA Kiac [ k1]

3 TOYKH 30py MAIIMHHOTO HaBYaHHS, CETMEHTAIlls € 3ajadero Kiacudikarii
KOXXHOTO MKCeNsi, TOOTO BU3HAYEHHS MMOBIPHOCTI HAJIEKHOCTI MIKCENS 10 OJAHOTO 3
kiaciB. dopmanbHO LM 3a7adya Moxke OyTH omucaHa yepe3 (YHKIKO BTpaT, siKa

MIHIMI3Y€E PI3HUITIO MK TIepe10auyeHUMU Ta ICTHHHUMU MiTKamu [12; 15]:

1 _
L(6) = —52?21 25:1 YVik - log(yl,k)' (1.3)

ac

— N — KinbKiCTh MiKCeINiB y 300pakeHH,
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— ik — IcTUHHA MiTKa iKcens (one-hot mpencrapienns),
— 37L\k — IPOTHO30BaHa MMOBIPHICTh HAIEXKHOCTI TTiKces 110 kiacy kkk,

— 0 — mapameTpu MozeNi, O ONTUMI3YIOThCS I1iJ] YaC HABYAHHS,

CxemaTtnuHe 300pakeHHS MPOLIECy CerMEHTallli, HaBeJeHO Ha pUCYHKY 1.1

BXifHe

CermeHTOBaHMM
306aXeHHs Macka

00'eKT

-
|l

Pucynok 1.1 — CxeMaTtudHe npeIcTaBICHHS 3a1a9l CerMEHTAIlii

Kinacudikariiis METO1iB cerMeHTaIlii
Metoau cerMeHTaIlii yMOBHO MOKHA TIOJUIMTH Ha TPH BEIUKI rpynu (puc. 1.2):

1) Knacuuni anroputmiuHi MeToau — 0a3yroTbcsd Ha 0OpOOIl IHTEHCHUBHOCTEW,
KOHTYpIB YW PETiOHIB (IIOpOTOBAa CErMEHTAIlis, KJacTepu3allis, ajiropuTMm
BOJ0/11TY, Tpadori meroau) [3; 11].

2) Metoagu Ha OCHOBI TJIMOOKOTO HABYaHHA — 3aCTOCYBaHHS 3TOPTKOBHUX
neriponanx Mepex (Fully Convolutional Networks [15], U-Net [12], SegNet
[21], DeepLab [16], Mask R-CNN [28]).

3) TpanchopmepHi Ta TIOpUAHI MIAXOAM — AapXITEKTYpH, IO BPAXOBYIOTh

rI00ANbHUM KOHTEKCT 3a JIONIOMOTOI0 MeXaHi3MiB camoyBaru (Vision
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Transformer [14], Swin Transformer [22], Segment Anything Model [23],

Mask2Former [24]).
MeTonu cermeHTaLii
KnacuyHi MeTofm Ha OCHOBI TpaHchopmepHi
anropuTMIYHi MeToa| | rnbOKOro HaBYaHHs| | Ta ribpuaHi nigxoam
— oporoBa - Fully Convolutional | Vision
CermMeHTaLis Networks Transformer
— Knactepusauis — U-Net — Swin
Transformer
— ANroput™ — SegNet ansio
BOfOAiNy — Segment
~ [pacbosi MeTomu e Anything Model
~ MaskR-CNN — Mask2Former

Pucynok 1.2 — Knacudikaiiiss MeTo/1iB cerMeHTallii 300paxeHb

KrnacuuHni MeTo11 € BITHOCHO TPOCTUMH Y peaizailii i He MoTpeOyIOTh 3HAUHUX

oOuncmoBaIbHUX pecypciB [2; 3]. OmHak BOHM YYTJIUBI JI0 IIyMIB Ta 3MIHH
OCBITJIEHHS, III0 0OMEXKY€ 1X 3aCTOCYBaHHs y CKJIaJHUX 3a7adax. MeTtoau raubokoro

HaBYaHHsS 3a0e3MeuyyloTh 3HAYHO BHUIIY TOYHICTH 3a PAaxXyHOK OaraTopiBHEBOTO

BUAUICHHS o3Hak [13; 17], ame BuUMararoTh BEIMKHX OOCITIB JaHUX 1
BHUCOKOIIPOMYKTUBHOTO  oOnamHanHs. CydacHi TpaHcpopMepHI  apXiTeKTypu
MOEJHYIOTh THYYKICTh 1 YHIBepcaslbHICTh [14; 22], mnpoTe 3aJuIIAIOTHCS

OOYHCITIOBAJILHO 3aTPATHUMHU ¥ CKJIQJHUMHU Y HaJlAIITyBaHH1 [23; 24].
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MeTpuKu OIIHKH SIKOCTI CeTMEeHTAIlli
JIis KiTbKICHOTO BUMIpPIOBaHHS €()eKTHUBHOCTI MOJENIeld CerMEHTAIlll 3aCTOCOBYIOTh
HU3Ky MeTpuk. Haltnommupenimumu € [4; 7]:

— IoU (Intersection over Union):

__|AnB]|
IoU = 140B| (1.4)

ne AAA — nepenbadena macka, BBB — ictuaHa mMacka.

— Koedimient Dice:
. 2|ANB]|
Dice = —— (1.5)
|A|+|B|
— Pixel Accuracy (PA):
KIJIBKICTb IPaBUJIbHO KJ1AaCU(PIKOBAaHUX MIKCeJiB
PA = PaPALHO iachPlonan, (1.6)
3araJibHa KiJIbKiCTb ImKceJiB
— Precision (TOYHICTB):
. . TP
Precision = —— (1.7)
TP+FP
Jle T P— iCTUHHO MO3UTHBHI MmiKcei, FP— XUOHO IMMO3UTHUBHI ITKCETI.
— Recall (moBHOTA):
TP
Recall = —— (1.8)
TP+FN

ne FN— XuOHO HeTaTHUBHI ITIKCEI.

[Ipukian 3acTtocyBaHHs

VY MeanuHil 11arHOCTHII CErMEHTAIlis T03BOJISIE aBTOMAaTUYHO BUIISITH OPraHu
gl myxJuHd Ha MPT-3HIMKax, 10 CyTTE€BO 3MEHIIY€ Yac aHamizy jikapem [7; 12; 18;
29]. YV TpaHCHOPTHUX CHUCTEMax BOHA BHUKOPUCTOBYETHCS [Jisi PO3IMiI3HABAHHS
MIIIOXOAIB 1 JOPOXKHIX 3HAKIB y peXuMl peaiabHoro wacy [9; 15; 17]. VY
reoiH(OpMalifHUX CUCTEMaX CETMEHTAlllsl CYMyTHUKOBUX 3HIMKIB JOlOMarae
i1eHTu(ikyBaTH JIick, BOJOWMH uu 3a0yioBaHi Teputopli . [Ipukimaau 3acTocyBaHHS

cerMeHTalii 300paxxeHHs mogano Ha puc. 1.3 [10; 30].
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a) 6) B)

a) MEIUYH1 3HIMKHU; 0) TPAHCIIOPTHI CUCTEMH; B) CYITyTHUKOBI JIaHI.

Pucynox 1.3 — Ilpukiianu 3acTocyBaHHs cerMeHTaIlli 300pa’KeHb

Otxe, cermeHTamiss 300paxeHb € KJIIOYOBUM €TaoM Yy MoOya0Bi
IHTEJIEKTyaTbHIX CUCTEM KOMIT FOTEPHOTO 30PY, OCKUIBKH 320€31evy€e CTPyKTypOBaHE
MPEACTABICHHS JAaHUX [JIs TOAANBIIOTO aHaiizy. PI3HOMaHITTS MeETOMiB Bij
KJIACUYHUX AJITOPUTMIB JI0 CY4acCHUX HEHpOMEpexKeBUX 1 TpaHCHOPMEPHUX MOJIEIICH
JTIO3BOJISE aIalTyBaTH MiAX1] M KOHKPETHY 3a7a4y Ta BUMOTH J10 TouHOCTi [1; 3; 14;
24]. Bubip onTuMaibHOTO METOIY 3aJICKUTH Bl THUIY TaHUX, YMOB 3aCTOCYBaHHS Ta
HEOOX1THOTO PiBHS y3arajlbHeHHsI, 10 POPMY€E OCHOBY J1JIsl MOJANBIIOTO MPAKTUYHOTO

JOCITIIKEHHS.

1.2 AHaJji3 HAyKOBHX JKepeJ Ta ICHYI0YUX MeTOIiB cerMeHTaIil

Hatineprni gocmimpkeras y cdepi cerMeHTarlii 0yjiu 30cepekeHi Ha IPOCTUX
MaTeMaTUYHUX omeparlisix Haja 300paxkeHHsMu. [loporosi meroau (Otsu, 1979) [31]
nepeadavany BUOIp IHTEHCUBHOCTI, 3a SIKOIO BIIOYBaBCs MO 00’ ekTa Bia poHy. Y
BUMAJKaX, KOJU OO’ €KTHM MaJld YiTKI MEXI Ta OJHOPiJHI 00JyiacTi, Led MeTon

JIEMOHCTPYBaB BHUCOKY IIBHJKICTh Ta MPOCTOTY. [IpoTe HaBiTh HE3HAYHI HIyMU YU
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Bapiailii OCBITJICHHS MPU3BOIUIIN IO CYTTEBUX MOMIIIOK. [TogiOHUI miaxia AeTalbHO
po3riIsIHyTO Yy poboTi TBOpomieHka [3], 1€ omMcaHi MOPOTOBI aATOPUTMHU, METOIU
BUJIUUICHHA KOHTYpIB 1 Mopdosoriuni onepartii. [Ipuknan BxigHOro 300paxeHHs, 110
BUKOPUCTOBYETHCS JIJIsI IEMOHCTpAIIii pOOOTH TAaKKX METO/IIB, TI0JIAHO HAa pUCYHKY 1.4.

[HImIM# HampsiM — METOAM Ha OCHOBI KOHTYpiB. BukopuctaHHs omepaTopiB
CoGenst, Kenni abo Jlammaca m03BOJISIIO BUSIBISTH MEX1 00’€KTIB 3a rpajieHTaMu
iHTeHCUBHOCTI. OHAK KOHTYPHI METOJY Mall CXOXHU HEJIOJIK — YyTJIMBICTH J0
IyMy, 110 MOTpeOyBaio JOJATKOBUX (UIBTpAIliiHUX KPOKIB. Psj Takux migxosiB
CUCTEMATU30BAHO y BITYM3HAHUX JOCHIKeHHIX AHapieHka [1] ta [logquammHachkoro
[2].

Metoau cermeHTalii Ha OCHOBI perioHiB (region growing, split-and-merge)
MpaioBajidi  [UISIXOM IOCTYIIOBOIO  HApOIIyBaHHS o0O0JacTel 3a KpUTepleM
onHopigHocTi. Llei miaxix BUSBHUBCS €(PEKTUBHUM MJIA MPOCTUX CUEH, MPOTE MaB
npoOemMu 31 CKIAJHUMHU CTPYKTypamu. AHalli3 TakuX MiJAXO/IB HABEACHO y Mpalll
Jlym’axa [11], ae HarosjomeHo Ha poJii rpadoBUX METOJMIB Ta CYHEPIIKCEIbHUX
MOJENEN.

binbm mi3Hi anroputMu, Taki sk Bogoin (Watershed), OyayBanuck Ha aHami3i
Mopdostorii 300pakeHHs. BoHu 3abesnedyBajii CETMEHTAIlI0 HaBITh Y CKJIaJHUX
BHUIMAJKaxX, aje 4YacTo CTpaxknanau Bix edekty “mepecermenTtariii’. Ilpuxmagm ix
MpaKTUYHOI pearizaiii HaBe[eHl y Marepianax 3 Bukopuctanusm OpenCV [6].
[Ipuknaau pe3ynbTariB pOOOTH KJIIACHYHUX METO/IIB CErMEHTAIlil HaBEJIeHI Ha PUCYHKY
1.5.

VY HaykoBux nyoOmikamisx 1990-x pokiB moyajii akTUBHO 3aCTOCOBYBATHUCH
rpadoBl METO/H, € 300paK€HHS MPEACTABISIOCh Y BUTIISAAL Tpada, a cerMeHTaIls
3BOJIMJIACH JI0 3a7avil MiHiMizamii eHeprii. Taki miaxoaw CTadu MONepeITHUKAMU
Cy4YacHUX HEHPOHHUX METOMdIB, OCKUIbKM BOHH TaKoX (POpMYJIIOBAIUCH uepes

onTUMIi3aIiiHi 3anadi [11, 5].
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a) 6) B)

a) moporoBuit metom; 0) anroput™ K-means; B) Bogo1i.

Pucynoxk 1.5 — Ilpuknaau pe3yabTaTiB KJIAaCHYHUX METOIB CerMEHTaIlil

Metonu rimmOOKOro HaBUaHHS
3 moyaTKkoM “30JI0TOr0 AECATWIITTS TIMOMHHOTO HaByaHHA (2012-2022 pp.)
CerMeHTarlisi 300paxeHs oTpuMaia HoBui momrtoBx. Y 2015 poui Long, Shelhamer ta

Darrell npencraBsuiu Fully Convolutional Networks (FCN) [15], siki 3aMiHWIH IILTBHI
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mapu y kinacuuHux CNN Ha 3ropTKOBI, IO AaJI0 3MOTY BHUKOHYBATH IMIKCEJbHY
kiacudikariro. Ils poboTta cTana 0CHOBOIO )1 HACTYITHUX apXITEKTYP.

Oco6muBoi momyssipaocTi HaOyu apxitektypu U-Net (Ronneberger, 2015 [12])
Ta 11 Moaudikarii, Hanpukiaag UNet++ (Zhou, 2018 [18]) uu Attention U-Net. 3aBusiku
CUMETPHUYHIA CTPYKTYpl “Koaep-mekonep” Ta mexanizMmy skip connections, U-Net
JIEMOHCTpYBajla BUCOKY TOYHICTh Y MEIUYHIA fMiarHocTui. [Togamelin qoCiKeHHS
(Oktay O., 2018; Zhou Z., 2018 [18]) noBemnu, 1110 10JaTKOBI MEXaHI3MH YBaru 3Ha4HO
HiABUIIYIOTh SIKICTh BHAUICHHS JAPIOHUX CTPYKTYyp. Y BITUM3HSHUX poOOTax
Komenuyka [8] Ta AHmpikeBu4a [7] 11 METOAM PO3MIISIIAIOTHCS y KOHTEKCTI
CEerMeHTallll MEANYHUX 300paKe€Hb, 30KpEMa OYHOI'0 THA Ta TOMOTpa(piuHUX JAHUX.

[le ogun Hanpsim — DeepLab (Chen L.-C., 2017-2020 [16]), ne 3acTocoBaHO
aTpO3H1 3TOPTKU i 30epexeHHsT KOHTEKCTy Ha pi3HMX MacmTabax. Lls monmens
BUSIBUJIACH OCOOJIMBO KOPUCHOO Y 3a/1adaX CEMaHTHUYHOI CErMEHTAIlii MiChKHX CIICH
(HampuKIIa, sl aBTOHOMHOTO TPaHCHOPTY). Y BITYM3HSIHOMY JOCITIIKEeHHI Pymiva
[10] anamoriuni Metonu (DeepLabV3, U-Net) 3acToCOBYIOThCS JjIsi CerMEHTAIlli
CYIyTHUKOBHX 3HIMKIB iIHPPACTPYKTYPHHUX 00’ €KTIB.

JIns oJTHOYACHOTO BMKOHAHHS JICTEKIli Ta cerMeHTarlii OyJjia 3amporoHOBaHa
apxitektypa Mask R-CNN (He K., 2017 [13]). Bona crana ctangapTom y 6araThox
NPUKIAAHUX 3a]ladaX, MpOoTe Mayia BETUKY OOYHMCIIOBAIbHY CKIamHICTh. [Ipukmaau
HAWOUTBIII BIIOMUX apXITEKTyp TIHMOMHHMX HEHPOHHUX MEPEX ISl CerMEeHTallii
300paxeHb — HaBeJIEHO Ha PUCYHKY 1.6.

[Tpobnemoro Bcix CNN-apXiTekTyp 3ajulianach HEOOXITHICTh Y BEITUYE3HUX
MacuBax po3MideHuX AaHuXx. st MmenuuHux ado CylmyTHUKOBHUX 3HIMKIB OTPUMATH X
4acTo CKIaaHO. [le cTHMYITI0BaJIO MOITYK HOBUX apXiTEKTYp, 3aTHUX y3araJlbHIOBATH
3HAHHS 3 MEHIIUX BHOIpOK. OHUM 13 IEPCIEKTUBHUX IMIIXO/IIB CTAJI0 KOHTPACTUBHE
HaBuaHHsA (SImCLR, Chen T., 2020 [19]), sike m03BoJis€ MOKpAIlyBaTh CTIHKICTb

MojieJIell HaBiTh TPU 0OMEKEHOMY 00Cs31 TaHUX.



18

U-Net Architecture

Output {Encoder gl
segmentaton [Tx1Conv) —»

Up- image benn =) _,@
samp. Atrous Conv

: ! o | = (- ©)

el SASERRAND saco) l

Conv rate 18
@J»ﬂ Iy

e Decoder
Up-sampling Low-Level

Featur e

a Bottenneck . A =
) mconv — M_. 1= 3,3 Cmv _,f Upsampie) |
Encoder Decoder

(Contracting) (Expanding)

Prediction

B)
Input Image
(640,480,3)

" uta

ResNet Feature Map Output Mask

RolAIlgn

architecture of Mask R-CNN.

a) U-Net; 0) DeepLab; B) Mask R-CNN.

Pucynok 1.6 — Ilpuknagu apxitektyp CNN nst cermeHTariii

TpanchopmepHi apXiTeKTypu

[TosBa Vision Transformer (ViT) (Dosovitskiy A., 2020 [14]) crana
MEePEJIOMHUM MOMEHTOM Y KOMIT FOTEPHOMY 30pi. 3aMiCTh JIOKaJIbHUX 3rOPTKOBHX
Gb1IBTPIB MOJIENb TMpaIfoBaJia 3 MaT4aMu 300pa’KeHHS, 1110 JT03BOJISIIO BPAaXOBYBATH
r100abHUM KOHTEKCT.

[Momanbmn mogudikamii — Swin Transformer (Liu Z., 2021 [22]) Ta SegFormer
(Xie E., 2021) — 3abe3neunnu 1ie BUILy €(EKTUBHICTh 3aBISKH 1€papXIYHUM
migxomaM 1 OaratopiBHEBHMM MeEXaHi3MaM yBard. YHI(QIKOBaHYy MOJENb s
CEMaHTHUYHOI, IHCTaHC- Ta MMAHONTUYHOI cerMeHTaIlii 3anpornoHoBaHo B Mask2Former
(Cheng B., 2022 [24]).

Oxkpemy yBary cuin npuginata wmoxeni  Segment Anything (SAM),
npezacTasieHi y 2023 pomi kommadiero Meta Al [23]. SAM Brepiie 3anpornoHyBaia

YVHIBEpCAIbHY apXITEKTypy, 37aTHY BHKOHYBAaTH CErMEHTalll0 s OyIb-SIKOTO
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306pa)K€HHH MMPpaKTHU4IHO oe3 JO0JaTKOBOI'O HABYAaHHAI. Bomna crana IIpOpUBOM, OJHAK 1

TYyT ICHYIOTh MpoOJieMH: 3Ha4yHI amapaTHi BUMOTM Ta HEOOXIAHICTH TOHKOTO

HAJNAIITYBaHHA MpH poOoTi 31 cnenudiunuMu Aanumu. [Ipukmanu HaiBiHOMIIINX

TpaHC(OPMEPHUX apXITEKTYp, HABEACHI Ha pUCYHKY 1.7.
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a) Vision Transformer; 6) Swin Transformer; B) Mask2Former; r) SAM.

Pucynox 1.7 — Ilpuknanu apxitektyp TpaHchopMmepHux mojaeneit (Vision

Transformer, SAM).
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OrJisi1 MaTeHTHOI JiTepaTypu

BaxnuBum mxepenoM iHQoOpMallii mNpo MNpakTUYHE 3aCTOCYBaHHS METOIB
CerMEeHTAallll € MaTeHTHI MmyOJiKaiii, ki BioOpakaloTh CydacHl TEHJICHIIIT Ta PiBEHb
PO3BUTKY TEXHOJIOTIH y pi3HUX cepax.

Y marenti US11250569B2 (2022) [25] ommcaHo cucTeMy CerMeHTaIlil
OloMeIUYHUX 300pakeHb 13 BUKOpUCTaHHsAM apxitekTypu U-Net, 30aradeHoi
BKJIAJICHUMH DPIBHAMHM Ta MeXaHi3Mamu camoyBaru. OCHOBHA yBara HpHUAUISAETHCA
3MEHIIIEHHIO TOMUJIOK MPH CerMeHTallii IpiOHNUX 00’ €KTIB, IO € KPUTUYHO BAKINBUM
y MEIUYHIN J11arHOCTHIII.

VY nmarenti CN107945185B (2020) [26] mpeacTaBieHO METOJI CETMEHTAIlli Ha
ocHoBl WRN-PPNet (Wide Residual Pyramid Pooling Network). Cuctema 3a0e3neuye
MIJBUIICHY aJaNTUBHICTh 0 PI3HUX THUIIB BXITHUX JaHUX 3aBISKH ITOMEPEIHIN
o0poOLl i pO3IMMPEHHI0 HAaBYAJbHUX BUOIPOK, IO POOUTH ii YHIBEPCAIBHOIO IS
IIMPOKOTO CIEKTpa MPUKIATHUX 3a/1a4.

Metoa aganTUBHOTO HaBYAHHS MOJIeNIed CerMEHTaIlli po3po0JeHO Y MaTeHTI
US11961233B2 (2024) [27]. Y HbOMY 3alpOIIOHOBAHO MiAX1/1 13 BAKOPUCTAHHSIM JIBOX
JUCKPUMIHATOPIB y 3MarajbHOMY HaBUYaHHI, 10 JIO3BOJIIE MOJENl Kpalle
y3arajlbHIOBaTH 3HAHHS MK PI3HUMHU JoMeHaMu. el MeTo 0cOOIMBO BaXKIUBUM Y
TUX BHUIAJKaX, KOJM HaBYAJIbHI Ta TECTOBI JlaHI HaJCKaTh JI0 PI3HUX CEPEIOBHII]
(HampuKIIal, MEIUYHI 3HIMKH 3 PI3HUX KIIHIK).

VYV mnarenti CN110619632B (2022) [28] po3riasHyTO 3ajJadyy CerMeHTallii
MPUPOAHUX 00’ €KTIB Ha MPUKIIAJI TUIOIB MaHro. Bukopucranns apxitektypu Mask
R-CNN y noenHaHH1 3 TUCKPUMIHATOPOM JIO3BOJIMIIO JOCSTTH BHCOKOI TOYHOCTI Y
CKJIQJHUX YMOBaX OCBITJIEHHs. Lle IeMOHCTpye, 10 Cy4acHI METOAM MOXYTb OyTH
aJIaTOBaH1 HE JIUIIE 10 MEAUIIMHU Y TEXHIYHUX CUCTEM, a i 10 arpapHOTO CEKTOpY.

Oco6muBy yBary mpuBeprae nareHT CN111192245B (2023) [29], y saxomy
OMMKMCAHO HEHUPOHHY MEpPEeXy [JIsi CEerMEHTallli MyXJWH MO3Ky. BukopuctaHus
KaBITAI[IWHUX 3TOPTOK Ta 3AJMIIKOBHX OJIOKIB Yy TOEIHAHHI 3 MipaMilalbHUM
MYJIHTOM JI03BOJISIE 3HAYHO MIABUINMTUA TOYHICTH JIOKadi3aiii HOBOyTBOpeHb. Lle

niATBepKye npoBiaHy poib U-Net 1 11 Moaudikaiiil y cydacHii MeIu4HIi MpaKTUILL.
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Hapemrri, y marenti CNI119418173A (2025) [30] 3ampomnoHOBaHO
IHTEJNEKTYaIbHU METOJ] CerMEHTalii MiHEepaJbHUX 300pa)kKeHb 13 BUKOPHCTAHHSIM
koMOiHarii Benmukoi momeni Segment Anything Ta ¢pakramprOro anamizy. lle
JTIO3BOJISIE aBTOMATH3yBaTH HE JIMIIIEC BUIICHHS 00’ €KTIB, a M X KUJIbKICHUM aHaJi3, 110
BIIKpUBAaE HOBI MOXXJIMBOCTI JIJII T€OJOTii Ta MmaTepiasio3HaBcTBa. I[lpukimaam
NaTCHTHUX PIlIeHb, Y SKAX JIEMOHCTPYIOThCS MEIWYHI, arpapHi Ta TPOMUCIOBI

3aCTOCYBaHHS METOJIB CErMEeHTallli, HaBEeJIEHO Ha PUCYHKY 1.8.

Y
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Pucynok 1.8 — IIpukianu naTeHTHUX pillIeHb
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AHaJi3 JiTepaTypHUX Ta MAaTEHTHUX JHKEPEN JEMOHCTPYE €BOJIIOIII0 METO/IIB
cerMeHTaIii 300pakeHp BiJ] MPOCTUX KIACHYHHUX AJITOPUTMIB 10 CKJIaTHUX T10pUIHUX
CHCTEM Ha OCHOBI INIMOMHHUX HEMPOHHUX MEpex 1 TpaHchopMepiB. SKIO KiIacuuHi
nigxoau (Otsu [31], Watershed, knactepusaris [4; 5]) 3anumiaroThCsl MPUIATHUMHA
JIUIIIE JUTsl POCTHX 3a1a4, To rmouHHI apxiTekTypu (U-Net [12], DeepLab [16], Mask
R-CNN [28]) 3a06e3neuytoTh BUCOKY TOYHICTh Y OUTBIIOCTI MPUKIAIHUX cdep, TPOTe
€ pecypcoMicTkumu. Tpanchopmepni mojeni Ta ixHi noegHanHsa 3 CNN BiIKpUBaIOTh

NEPCIIEKTUBH yHIBEPCATbHUX CHUCTEM, SIKI MOXKYTh IMpPAIfOBATH 3 HMIUPOKUM KJIacOM

300paxens [14; 22; 23; 24].

1.3 Cucremaru3auisi miAxoaiB i BUOIp HANPAMY A0CJIi/IKEHHS

CucreMaruzallisi JITEpaTypHUX 1 MATEHTHUX JKEPET J03BOJSE MPOCTEKUTH
EBOJIIOIIF0 METOJIIB CErMEHTallli 300pakeHb, IKY YMOBHO MOXKHA IMOJUIATA Ha TPHU
MOKOJIIHHS.

Knacuuni wmeromau (moporoBa o00poOKa, METOAM BHAUIEHHA KOHTYDIB,
perioHanbHl MIAXO0JW, BOJOJLI) BIA3HAYAIOTHCA MPOCTOTOIO peati3allii, HU3bKUMH
OOYHUCTIOBAILHUMU BHUTpaTaMU Ta €(EKTUBHICTIO Yy BHIIQJIKaX, KOJU 300paKEHHs
MarOTh YiTKI MEX1 i MiHIMaJIbHUM piBeHb IIyMy [ 1-3]. [IpoTe HaBITH HEBENIMKI Bapiallii
OCBITJICHHS 200 HAsIBHICTh CKJITHUX TEKCTYP 3HAUYHO 3HMKYIOTh TOUHICTh. KpiM TOTO,
[l METOAX HE BPAXOBYIOTh BUCOKOPIBHEBUX CEMAHTHYHUX XAPAKTEPUCTUK OO’ €KTIB,
110 OOMEXY€ 1X 3aCTOCYBAaHHS y Cy4acHHX 3ajadax.

Metoau Ha OCHOBI 3ropTkoBHX HeWpoHHHX Mepex (CNN) cramu sSKiCHUM
MIPOPUBOM 3aBISKU 3AATHOCTI aBTOMATHYHO ()OPMYBaTH O3HAKU Ta y3arajabHIOBATH
iHpopmartito [12,15]. Apxitektypu U-Net [12], DeepLab [16], Mask R-CNN [13] ta
ixHl monu@ikamii 3a0e3neuyoTh BUCOKY TOYHICTh Y MEAMYHHUX, MPOMHCIOBUX Ta
reoindopmaniaux cucrtemax [7,8,10]. OcHoBuumu nepeBaraMmu CNN € 37aTHICTB
MpaIoBaT 3 BEJIMKAMHU HabOpamMu JaHWX Ta THYYKICTH Y BHOOpI apXiTEKTypH.

BojHoyac iCHYHOTH 1 HEIOJIKM: BUCOKa OOYHMCIIOBajIbHA CKJIAIHICTh, MOTpeda y
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3HAYHUX oO0csArax pO3MIYEHUX JIaHUX Ta OOMeXeHa 3JaTHICTh BpaxOBYBaTU
rI100aNbHUN KOHTEKCT 300payKeHHSI.

Tpanchopmepni apxitextypu (ViT [14], Swin Transformer [22], Mask2Former
[24], SAM [23]) 3ampoBaauiaud MEXaHI3M CaMOyBard, SIKUM J03BOJISIE MOJENl
BpPaxOBYBAaTH SIK JIOKAJIbHI, TaK 1 T7100abHI 3B’ s13ku. [le gae 3Mory mocsraTé BHCOKOi
TOYHOCTI HaBITh Yy CKJQJHHMX 3a7a4aX CEMaHTHUYHOI Ta MAHONTHUYHOI CEerMeHTarlii.
[IpoTe TpaHnchopMepu MarOTh BIACHI 0OMEKEHHS: BOHU BUMaraloTh BEJIUKUX OOCATIB
HaBYAJIbHUX JAHUX, BHCOKMX O0UYMCITIOBAILHUX PECYPCIB 1 € MEHIT €(heKTUBHUMU TIPH
po6oTi 3 Manumu Bubipkamu [19].

3 ormgay Ha TepeBard Ta HEJOJNIKM KOXKHOTO IMIAXOAYy, HaHO1IbII
NEPCHEKTUBHUM HANpPsIMOM BUJAETHCS BUKOPUCTAHHA TIOpUIHUX apXITEKTyp, SKi
noeIHy0Th criibHI cTopoHu CNN Ta TpanchopmepiB. 3okpema, noeaHanus U-Net 13
TpaHcopMepHUMHU OJIOKAMU JI03BOJISIE OJTHOYACHO 30epiraTd BUCOKY IPOCTOPOBY
TOYHICTh 3aBISAKH skip-3B’si3kaM Ta BpaxoBYBaTH TIJI00aIbHUN KOHTEKCT 4Yepes
MexaHi3Mu camoyBaru [18,22]. Takuit miaxig y>ke OiATBEPAUB CBOIO €()EKTUBHICTD Y
MEJIMYHUX Ta CYITyTHUKOBUX 3a7a4ax, Je MOTpiOHA SK JAeTalbHa JIOKali3ailis 00’ €KTIB,
TaK 1 CTIMKICTB 710 Bapiamii BXigHux manux [8,10].

OxkpemMoi yBaru 3aciyroBye moaeib Segment Anything (SAM) [23], sika Moxke
OyTH BUKOpHCTaHa K 1HCTPYMEHT JUIsl IMIBUIAKOTO aHOTYBaHHS 300pa)KeHb. 3aBISIKU
YHIBEPCAIBHOCTI Ta 3AaTHOCTI MPAIIOBATH 3 IMIUPOKUM KJacoM JaHux SAM 3Ha4HO
CKOPOYY€E Yac Ha IMArOTOBKY HaBYAJIBHHX BHOIPOK, IO € KPUTHYHO BAKIUBUM JIJIS
TuTIoMHOT po6oTu. [1pu tbomy SAM He po3risigaeThes K PpiHAIbHA apXITEKTypa IS
CerMEHTallli, a BHCTYIA€ JOMOMIXHUM I1HCTPYMEHTOM JMJii CTBOPEHHS SIKICHHX
JTaTaceTIB.

Takum ynHOM, TTOAAIIBINE JOCTIHKEHHS Y 11 pOOOTI 30CcepeHKYyBaTUMETHCS Ha
po3poOIIi TIOpUAHOT apXiTEKTypu CcermMeHTalii 300paxeHb, sika noeanye U-Net Ta
TpanchopmepHi MexaHI3MH. lle m03BOMUTH JOCITTH OajaHcy MIK TOYHICTIO,
YHIBEPCAIBHICTIO Ta MPAKTUYHOIO MPUIATHICTIO MOJIET, 0 (POopMy€e KOHIIENTyalIbHE

MIATPYHTS JJIs1 MATEeMAaTUYHOI MOCTAHOBKHM 3a1a4l y Po3mimi 2.
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Bucnosxu 3a po3zdinom

VY mepmioMy po3aiii PO3TISHYTO TEOPETHYHI OCHOBH Ta CydYacHI METOIM
cerMeHTarlii 300paxens. [IpoaHanizoBaHO €BOJIOMIIO MIAXOAIB — BiJl KIACHIHUX
anroputmiB (Otsu, Watershed, kiacrepusarttist) 10 TMOMHHUX HelipoHHUX Mepex (U-
Net, DeepLab, Mask R-CNN) 1 Ttpanchopmepuux apxitekryp (ViT, Swin
Transformer, SAM, Mask2Former).

BcTranoBneHo, 1110 K1acM4H1 METOAM € MPOCTUMH Y peaizallii, mpoTe oOMeKeHi1
TOYHICTIO Ta CTIMKICTIO 10 ImyMmiB. HelipomepexkeBi Mozemni 3a0e3nedyioTh 3HaYHO
Kpaly pe3yjibTaTH, aje BHUMAaralTh BEJIMKUX OOYHUCITIOBAJBLHUX PECYPCIB.
TpancopMepHl CUCTEMH TMOEAHYIOTh BHUCOKY TOYHICTh 1 THYYKICTh, IpOTE
3aJUIIAIOTHCS CKIIATHUMHU JIJIS1 BIPOBAKECHHS.

AHami3 JiTeparypHUX 1 TaTEHTHUX JPKepes MOoKa3aB TEHACHINIO 10 CTBOPEHHS
rIOpUIHUX apXITEeKTyp, AKl noeaHyoTh nepeBart CNN 1 TpaHchopMmepis,
3a0e3Meuylour Kpally Y3arajJbHIOBaJbHY 37aTHICTh 1 edekTuBHiCTh. OTpuMaHi
pesyiabrati (GOPMYIOTH OCHOBY [JiIi MOJAJbIIOT PO3POOKHM MOJIENl CHUCTEMU

CerMeHTallll 300pakeHb.
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PO3/11 2
PO3POBKA MATEMATHYHOI TA AJITOPUTMIYHOI MO/IEJI
CETMEHTAIII 305PAJKEHbD

2.1. ITocTanoBka 3anaqi Ta MaTEMAaTHUYIHEC MOACJIIOBAHHSA IIPOIECY

cerMeHTAanmii

CerMeHTarlisi 300paxeHb € KIIFOYOBOIO 337a4€i0 KOMIT FOTEPHOTO 30Dy, IO
MoJIsiTae y BUIJICHH] Ha 300pakeHH1 00J1acTel, sIKi BIAMOBIAIOTh MIEBHUM 00’ €KTaM

a6o kiacam 00’exTiB [1], [3]. DopManbHO 3a71auy cerMEHTallli MOYKHA MPEJICTABUTH SIK
BiIOOpaKEHHST MPOCTOPY BXiTHHX 300pakeHb Xy mpocTip MITOK Y, rpadiuny
IHTEpIpeTallil0 HABEIEHO HAa PUCYHKY 2.1.
fo: X -, 2.1)
ne fg— mapamerpuszoBana (yHKIls (HEHPOHHA MOJENB), KA OMUCYETHCS HAOOPOM
napamerpis 0[12].
VY BuNaAKy CEMaHTUYHOI CErMEHTalli Uil KOXKHOTO MIKCeNs X; BXIJHOIO

300paKEHHsT BU3HAYACTLCA MMOBIPHICTH HAIEKHOCTI 10 KOXHOro 3 kimacie C =

{c1,C5, ..., Cx}. st ILOTO BHKOPHMCTOBYETHCA MOJENb Kiacuikauii mikcenis [4],
[15]:
Z. .
et
P( Cj | Xi; 9) = S eZik (2.2)
Je  Zjj— BHXIA HEHPOHHOI ~ Mepexi  (moritm) mua  kmacy  Cj[20].

Ocrarouna MITKa JUI KOXKHOTO IMKCEIS BU3HAYAECTHCS SAK:

y; = arg max P(c | x;;0) (2.3)
ceC

CermenTartliss 300pakeHHs 3BOJMTHCS 0 3ajayl MiKCEJIbHOI Kiacudikaii 13
MPOCTOPOBUM KOHTEKCTOM, J€ MOJieb TOBHMHHA BpaxOBYBaTH SK JIOKaJIbHI
0COOJIMBOCTI (CTPYKTypa, TEKCTypa), Tak 1 TJI00aabHI 3aJeKHOCTI (KOHTEKCT CIICHHM)

[13], [14].



26

Marematuune ¢hopmynroBaHHs (DYyHKINT BTpat
JIsi HaBYaHHS MOJENI BUKOPHCTOBYEThCS (DYHKIISI BTpaT, IO BHMIPIOE
pisHuIIO MiX mependaucHoro Mackoro Y = fo(X) ra ictumHOW0 po3MiTkor Y.

HaitnomupeHnimum miaxoaoM € komOiHOBaHa (YHKIlS BTpat, sika moeqHye Binary

Cross-Entropy (BCE) Ta Dice Loss [12], [16]:

L=a-Lpcg+ (1—a)- Lpjce (2.4)
pi(¥
1 ~ ~
Lpce = —~ Xitalyilogy + (1 — y) log(1 — )], (2.5)
_ 4 2Xiyinite
Lpice =1 Sy (2.6)

a & — MaJa KOHCTaHTa Juis 3ano0iranus aineHHio Ha Hyib, & € [0,1] — Barosuii
koedirtient [18].

KomOiHnyBanHs ABOX (yHKLIM BTpaT [03BOJSE OJHOYACHO BpPAXOBYBATH
niikcenbHy TOUHICTh (4epe3 BCE) 1 ctpykTypHy nuticHicTh 00’ ekTiB (uepe3 Dice Loss),
[0 € KPUTUYHO BAXJIWMBUM Yy BHUIIAJIKaX, KOJIM CErMEHTOBaHI 0O0JlacTi MaloTh

HEpIBHOMIPHUI po3Mip abo HeulTKi Mexi [5], [8].

MareMaTH4Ha MOCTAaHOBKA 3a7a4l ONTUMI3aLlll

[Iporiec HaBYaHHS CETMEHTAIIMHOI MOJIENl 3BOAUTHCS JIO 3HAXOKCHHS

ONTUMAILHUX TapaMeTpiB B, saxi MiHIMI3yIOThH cepenne 3HadeHHs (QYHKLII BTpaT Ha

MHOKHHI HaBuaabHuX npuknauis (X;, ¥;)[14], [22]:
* 1
0" = arg melnﬁzlly:l L(fo(x), y1). (2.7)

Y 3aranpHOMY BUTIJISAAI 3a/Jada ONTHMI3alii HEHUPOHHOT MOJENl OMHCYEThCS

PIBHSIHHSIM:
Or+1 = 0 —nVoL(fo (x:), ¥1), (2.8)
e ) — IIBUIKICTh HaBYaHHSA, a Vg L— rpaaienT GyHKINT BTpaT BiAHOCHO MapamMeTpiB

mozemi [19].
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Jlns apganTariii 10 HEPIBHOMIPHUX CTPYKTYp OO0’€KTIB 1 Bapialliil OCBITJICHHS
BUKOPHUCTOBYETHCSI CTOXAaCTHYHE TpaJlEHTHE OHOBIEHHS 3 aJalTUBHUM BUOOPOM
Kpoky (onmtumizaropu Adam, RMSprop), siki 3MEHIIyIOTh MOXHOKY 3a JOTIOMOTOIO

CTATUCTUYHOI OIIIHKM MOMEHTIB TpajienTa [3], [17].

AHaniTHYHa MOJIETh TIPOLIECY CErMEHTallii
3 ypaxyBaHHSIM CTOXaCTHUYHOI MPUPOJM HABYAIBHUX JIaHMX, [MPOIIEC

CerMeHTaIlll MOKHA MPEACTABUTH K CTOXaCTUYHY CUCTeMy [2]:
Y =fo(X) + ¢, (2.9)
ne € — BUIIAJIKOBAa MOXHUOKA MOJIEN, 1[0 BPAXOBY€ BIAXUJIEHHS, CIPUYMHEH] ITyMOM

a00 HEJOCKOHAIICTIO HaBYAIbHUX JaHuX [7].

JI1s1 3MEHIIIEHHS TUCTIepcii MOXUOKHU 3aCTOCOBYETHCS PETyIIspU3allis:
— 2
Leotar =L+ A1 0117, (2.10)
ne A— koedilieHT peryaapu3anii, SKMi KOHTPOJIIOE CKIIaHICTh MOJIEN Ta 3armooirae

nepenaByanHio [13], [18].

[onepepHs [ibpuaHa OuiHka

| ofpobka | | MoAens MOXMOKHM
foX)
_ Macka
Bx1iane cermeHTavii
300paKeHHS Y

X

Pucynok 2.1 — I'padiuna mojens npouecy cerMeHTaiii
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VY nmanomy nigpo3aiii mpoBeaeHo hopMaizaliiro 3aaaqi CerMeHTaIlii 300pakeHb
y BHUIISAI ONTHUMI3allIdHOI 3amadi MiHIMI3amii (yHKIIOHATYy BTpar. BusHaueHO
OCHOBHI €JIEMEHTH MaTEeMaTHYHOI MOJENi — MPOCTOPU NaHUX, (YHKIUIO MOJENI,
GyHKITII0 BTpaT Ta KpuTepii ontuMaibHOCTI. [ToOyaoBaHa TeopeTHYHA OCHOBA OITUCYE
IPOIEC CETMEHTAIIIT K CTOXaCTUYHY CUCTEMY, IO 1a€ 3MOTY B MOAAIBIIIOMY MEperTH
10 po3pobiienHs riopuaHoi apxitektypu U-Net + Transformer y nmigposaut 2.2 [12],
[14], [22].

2.2. Po3podka maremaTru4yHoi mojesi riopuanoi apxirekrtypu U-Net +

Transformer

VY cyyacHuX cucTeMax KOMIT FOTEPHOT0 30pY CErMEHTallis 300pakeHb noTpedye
OJTHOYACHOTO BpaxyBaHHS JIOKAJTbHUX O3HAK (TEKCTypa, Kpai, KOJIhOpH) Ta
rJ1I00aJIBHOTO KOHTEKCTY (pO3TalllyBaHHS OO0’€KTIB 1 MPOCTOPOBI B3a€EMO3B’SI3KH).
Knacuuni 3roptkoBi HevipoHHi Mepexi (CNN) edexkTuBHO BUSBIAIOTH JIOKaJbHI
CTPYKTYpH, OJHAK MaloTh OOMEXKEHY 3JaTHICTh JO MOJICIIOBAHHS TJ100AIbHUX
3anexHocte. TpancopmepHi apXiTeKTypHu, HaBMaKd, BUKOPUCTOBYIOTh MEXaHI3M
camoyBaru (self-attention), 1o A03B0OJIsIE BpaXOBYBaTH B3AEMOJIII0 MK OyAb-SIKUMU
YaCTUHAMHU 300pa)KE€HHsI, ajieé MOTPeOYyIOTh 3HAYHUX OOYMCIIOBAIILHUX PECYPCIB 1
BEJIMKOI KIJIBKOCTI HaBYaJIbHUX AaHuXx [14], [22].

[Toeqnanns nux miaxoAiB y riopuanit mogeni U-Net + Transformer, 3aransny
CTPYKTYPY SKOI MOJIaHO Ha PUCYHKY 2.2, 3a0e3Ieuye CHHEPril0 — BHCOKY TOYHICTH
npu 30epexxeHHi edexkTuBHOCTI [12], [18].

APpXITEeKTypHa CTPYKTypa MO
['i6puaHa apxiTekTypa 6a3yerbest Ha kinacuuHik cTpykTypi U-Net, 1110 ckiagaeThes 3
JIBOX yacTuH [12]:

1) Encoder (E) — mocnigoBHICT 3rOpTKOBUX OJIOKIB, SIKi 3SMEHIIIYIOTh IPOCTOPOBY

PO3AUTBHICTE 300paxeHHs Ta GOpMyIOTh OaraTopiBHEB1 KapTH o3Hak [13], [15];

2) Decoder (D) — cumeTrpuyHa yacTHHA, 1110 BUKOHYE AriCEMIUTIHT (301JIbIIEHHS

pO3MIpYy) 1 BITHOBJICHHS ACTAILHOI CTPYKTYpH Macku [ 18];
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3) Skip-connections — 3’e1HaHHS M1 BiAMOBIAHUMU 11apamu encoder Ta decoder,
K1 TepelaloTh JIOKaJIbHI JeTajll 3 HIKYMX PIBHIB HA BHIII, KOMIICHCYIOUH

BTpatu iHdopmaii mpu 3roptkax [16].

Pozmmpenns U-Net BigOyBaeThes muisixoM inTerpanii Transformer-010kiB Mix
encoder Ta decoder g aHamizy rio0OanbHOro KoHTekcry [14], [22].

3arajgbHUI MPOIEC MOYKHA OMUCATH SIK:
Fout = D(T(E(X))), (2.11)
ne E — dynxuis xoxysanns, T — 610k tpancdopmepa, D— nexonep, a X— Bxinne

300paKeHHs.

MaremaTtuyHa MOJEIb CKIIaJ0BUX
1. Eran xogyBanus (Encoder)
Encoder ckimagaeThcs 3 MOCHIIOBHOCTI 3rOPTKOBUX IIAPIB, KOXKEH 13 SIKUX BHUKOHYE
neperBopeHns [13], [15]:
Fp=0(W, *F_1+Db), (2.12)
Ie
F;_41 — BximHa kapra 03HaK MOMEPEIHBOTO IIapy,
W, — snpa sroptku,
b; — 3mimenns,
* — orepartis 3rOpPTKH,
0 () — ¢ynxuis akrusanii (ReLU a6o GELU).
[Ticnst KOXKHOTO 1Iapy BUKOHYETHCS OIepalis MyJIIHTY JJIs 3MEHIIEHHS] pO3MIPHOCTI:
F/ = P(F), (2.13)

ne P(+) — oneparop MakcuManbHOTo abo cepeHbOro mysinry [3].
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2. Eran tpancdopmepa (Transformer Block)
VY neHTpanbHii YaCTHHI MOJIET OTPUMaH1 O3HAKH MEPEIAl0ThCs 0 TPAaHCHOPMEPHOTO

Omoky, sKkui peamizye wMexadHisMm camoyBarm  (Self-Attention) [14], [22].
Hexait F € R™% — marpuus o3Hak, ne n— Kinbkicts nosuuiii (mikcems a6o

nar4iB), d — pO3MipHICTh O3HAK.

Toni a1 KO>XKHOT MO3UIllT O0YUCTIOIOTHCS TPHU BEKTOPH:

— Q (Query),
- K (Key),
— V (Value):
Q =FWy, K = FWg,V = FWWy, (2.14)
ne Wy, Wy, Wy — matpuui Bar, mo nasdaiotbes [19].

MexaHizm YBaru BU3HA4YA€THCA K

T
Attention(Q, K,V) = softmax(%)V, (2.15)
k

ne +/ dj — xoedinient macirabyBanns 11 ctabimizanii rpagientis [14].
Pe3ynbTaT yBaru npoxoAuTh 4€pe3 HOpMali3allito Ta MO3UIIHE KOTyBaHHS:

Fr = LayerNorm(F + Attention(Q, K, V)). (2.16)

Takum uymHOM, TpaHchopmep 3abesneuye TIOOATbHE Y3TOJKEHHS MPOCTOPOBUX

O3HaK, 1110 0COOJIMBO BaXXJIMBO MPH CErMEHTAIlll CKiIaaHuX cieH [17], [22].

3. Etan nexonysanns (Decoder)
Jlexozep BIJHOBIIOE MPOCTOPOBY PO3AUIBHICTh KapTH O3HAaK 3a JOMNOMOTOIO

ancemrutinry [12], [18]:
G, = o(W;"" * Up(Gy41) + by), (2.17)
ne Up(+) — omepanis 36inpmenns posmipy 306paxenns (bilinear upsampling aGo

TPaHCIIOHOBaHA 3TOPTKA).
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Jlo KoKHOTO piBHS H0Ja€eThes iHGopMalis 31 skip-3’€THaHb:
G, = a(Wlup * concat(G; 41, F;) + by), (2.18)

110 3a0e3neuye 30epeKeHH JIOKATbHUX CTPYKTYp [12].

OcTaTto4Ha KapTa MacKu CerMEHTAIlil:

~

Y = sigmoid(W,,+ * Gy + bpyt), (2.19)

neY € [O,I]H W o {iMOBIpHICTB HaJIEKHOCTI KOKHOTO iKceNs 10 Kinacy 06 exra [21].

»| Transformer >
Block

P

X \ J v

Encoder Decoder
Self-Attention )

Skip-connections —~
Pucynok 2.2 — « I'padiuna ctpykrypa riopuanoi moaeni U-Net + Transformer»

Y Mopem BUKOPUCTOBYIOTHCS CHMETPUYHI CIEMEHTH KOJYBAaHHS Ta JICKOIYyBaHHS,
0o0’eqHaHl TpaHchOpMEpHUM MoOJysieM y IeHTpl. Taka koHirypars 3ade3neuye
30epeKeHHs IPIOHNX JeTaliel Ta BpaxyBaHHS KOHTEKCTHUX 3B’S3KIB MK 00’ €KTaMu

cuenn [17], [22], [30].

OnTumizariiitna GyHKIliS TIOPUIHOT MOIEI1
HaBuanHg TiOpuAHOI Mepeki BUKOHYETHCS MLUISIXOM MiHIMIZaIli KOMOIHOBaHOI

dbynkii BTpar [12], [15]:
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Liotar = aLlpcg + (1 — a@)Lpjce + /u'reg» (2.20)

Jac

Lreg =|| 6 ||? — peryJispHM3aliiHui 10JaHOK,

A — koediuient mrpady 3a cknagaicts Moxemni [20], [21].

[lepeBaru ri0OpuaHOT apXITEKTYpH

1) I'moGanpHUN KOHTEKCT: TpaHChOpPMEPHI OJIOKH J03BOJISAIOTH ypaxOoBYBaTH
B3a€MO3B’SI3KH MK JaJeKuMH mikceasamu [14], [22];

2) 30epexeHHsS JOKAJIbHHX CTPYKTyp: skip-connections rapaHTylOThb BHCOKY
TOYHICTh MeX 00’ ekTiB [12], [18];

3) OntumanbHa TOYHICTB: T10pUAHA MOJIENh 3a0e3neuye Kpaiii nokazHuku loU ta
Dice y nopiBusiaH1 3 ki1acuyaumu CNN [16], [17];

4) T'HydYKICTb: apXITEKTypa MOke OyTH aJanToBaHa JJisi MEIMYHUX, TEXHIYHUX 200

CYyIMyTHUKOBHX 300paxens [7], [10], [29].

VY npoMy miApo3aiai mo0yn0BaHO MAaTeMaTHYHY MO/JIEb T1IOPUIHOT apXITEKTYpH
U-Net + Transformer, 1110 noeiHye JIOKaiabH1 3rOPTKOBI Ta ri100ajibHI KOHTEKCTYaJIbH1
mexaHi3mu. [lpeacraBneno dopmainizaiito KOXKHOTO KOMIIOHEHTa — KOJYBaHHSI,
caMoyBaru Ta JEKOJYyBaHHS — 3 BIANOBIIHMMH PIBHAHHAMH. Taka CTpyKTypa
3a0e3nedye MiJBUIIEHY TOYHICTh CETMEHTAallli CKIaAHUX 00’ €KTIB 1 (OpMy€e OCHOBY

JUISL ITOPUTMIYHOT MOJIe peaizalii mporecy B miaposaim 2.3 [12], [14], [22].
2.3. AuaropurMivHa MoJeJib POLECY CerMeHTaNlii Ta OiHKA TOYHOCTI

AJNropUTMIYHA MOJIENIb OIUCY€E TOCTIAOBHICTh 1, IO peai3yloTh poOOTy
riOpuaHOT CHUCTEMH CerMeHTarlii 300pakeHb Ha OcHOBI apxiTektypu U-Net +
Transformer. OcHoBHa MeTa — 3a0€3II€YNTH aBTOMATUYHE BUIUICHHS 00’ €KTIB Ha
300paxeHHl 3 MaKCHUMaJIbHOK TOYHICTIO Ta CTAaOUIbHICTIO pPe3yJbTaTiB, a TaKOX

chopMyBaTH cucTeMy ISl KUTbKICHOT OIiHKH sikocTi mojeni [7], [10], [12].
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3araibHy OJIOK-CXEeMy TIpoIlecy TiOpUAHOI MOJIeNll CerMeHTallli IMOoJaHO Ha
pPUCYHKY 2.3, BOHa BiJIoOpa’ka€ OCHOBHI eTamu poOOTH MOJIETIl — BiJ IMiJATOTOBKH

naHuXx A0 (GopMyBaHHS pe3yJIbTaTiB CETMEHTAIll] Ta OLIIHKH TOYHOCTI.

1. 3arambHa CTPYKTYypa alTOPUTMY CETMEHTAITi1
[Iporec cerMeHTallii MokHa MOAATH Y BUTJISAL y3araJibHEHOTO anroputMy [12], [18]:
1) IligroroBKa maHUX: 3aBaHTAXKEHHS 300pakeHb, HOpMaJli3allis, MacIITa0yBaHHS,
pPO30UTTS HA HaBUAJILHY Ta TECTOBY BHOIPKHU .
2) dopmyBaHHS HaBYAJILHOI MOJIENI: MOOYyI0Ba riopuaHoi apxitektypu U-Net +
Transformer [12], [14].
3) HaBuaHHs: onTuMi3allisi Bar MEPEXi 3a JAOMOMOIOI0 TPAIi€EHTHOIO CIIYCKY 3
ypaxyBaHHAM KoMOiHOBaHOi (yHKIii BTpar [15], [19].
4) CermeHTallld HOBUX 300paK€Hb: OTPUMAaHHS HMOBIPHICHOI KapTH 00’ €KTIB.
5) Ominka sikocti: po3paxyHok MeTpuk TouHOcTi (IoU, Dice, Precision, Recall)
[16], [17].

6) Bizyamizaiis pesynbtaTis [10].

2. ®opMalIbHUI ONUC €TaMiB aJrOPUTMY
[TinroToBKa Ta HOpMaJi3aIlis JaHUX
Hexaii MHOKHHA 300pakeHb To3HavYaeThes sk [3], [6]:

D = {(Xi Y)}it1, (2.21)
ne X;— Bxigne RGB-300pakenns, Y;— BiamosigHa mMacka 06’exrta (GiHapHa a0o
Oaratokiacona).

Bxingni qani HopMamizyroThes 3a (GOpPMYyJIOr:

X! =2k (2.22)

L o
ne I — cepeaHe 3HaYeHHsI MIKCeiB, 0 — CTaHJIapTHE BIAXUIJICHHS.
Jlami mpoBOAUTHCS pO3OUTTS HA HABYAIBHY, BaliJAIIHHY Ta TECTOBY BUOIpKH [7]:

D = Dtrain Y Dygr U Diest- (2.23)
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[ToGynoBa riOpuHOT apXITEKTYpPH
ApxiTektypa onucyeThcs QpyHkiiero [12], [14]:
fo(X) = Decoder(T (Encoder(X))), (2.24)
ne 6 — BexTOp mapameTpiB Mozei (Baru 3ropTokK i Tpancdopmepa).
[TomiGH1 CTPYKTYypU BUKOPHCTOBYBaJuCs B poboTax Ronneberger [12], Dosovitskiy

[14] Ta Zhou [18] mns migBUIIEHHS TOYHOCTI CETMEHTAIlll y MEIMYHUX 1 TEXHIYHUX

3aJadax.

[Ipouiec HaBUaHHSA
HapuaHHSI BUKOHY€THCS 1TE€PAaTUBHO METOAOM CTOXACTHYHOTO T'PAJTIEHTHOTO CITYCKY

(SGD a6o Adam) [13], [15]:

OLtota
Ori1 = O ——2 (2.25)

He
1) — LIBUAKICTh HAaBYAHHS,
L{otqr — xoMbiHOBaHa (QyHKIIis BTpAT, BU3HAUCHA y Tiapo3aimi 2.2.

J71st KO’)kHOTO 6aTuy TaHUX MPOBOAUTHCS MpsaMuii nmpoxin (forward pass), o0UUCICHHS

BTpaT, 3BOPOTHE NomupeHHs noxuoku (backpropagation) Ta oHoBiieHHs Bar [19].

CermeHTallis Ta mOpoOryBaHHS
ITicist HaBYaHHS MOJENb (hOpMy€E HMOBIPHICHY KapTy Y :
¥ = for (X), (2.26)
ne 6*— onTuManbHI TapaMeTpy MOJIEIII.
OcraroyHa 6iHapHa Macka BU3HAYAETHCS TIOPOTOM:

1, gkmo 1% x,y)=>T,
M(x,y) = { (%) (2.27)
0, sxmoY(x,y)<T,

ne T € [0,1] — mopir cermenranii (3a3su4aii T = 0.5) [20].
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3. Omi"Ka TOYHOCTI Ta aJIEKBATHOCTI MOJE1
Jns mepeBipkd e()EeKTHBHOCTI MOJIENl BHUKOPUCTOBYIOTHCSI METPUKH TOYHOCTI,
WMOBIPHICHI TOKa3HUKU HAIIHHOCTI Ta OIIHKY ajekBaTHOCTI [9], [10].

Intersection over Union (IoU)

lYny| TP
lIoU = — = , (2.28)
[YuU?|  TP+FP+FN
ne
T P— K1JBKICTh MPAaBWJIBHO CETMEHTOBAHUX IIKCENIB 00’ €KTa,
F P— X1OHOIIO3UTHBHI,
FN— xubHoneratusHi [ 7].
Dice Coefficient (F1 Score)
. 2TP
Dice = ——. (2.29)
2TP+FP+FN
[{st MmeTpuiKa OLIbII Yy TIMBaA 10 AucOanaHcy kiacis, Hix [oU [18].
Precision ta Recall
. . TP TP
Precision = ,Recall = ——. (2.30)
TP+FP TP+FN
Accuracy
TP+TN
Accuracy = , (2.31)
TP+TN+FP+FN

ne TN— KUIbKICTh MPaBUILHO BU3HAYEHUX TiKceniB Gony [5], [7].

O1iHKa aIeKBATHOCTI MOJIEN]
AJIEKBaTHICTh MOJZI€NIl BU3HAYAETHCS SAK CTYMIHb MOJIOHOCTI MK OTPUMAHHMH

pe3yibTaTaMu CETMEHTAllli Ta €TaJJOHHUMH Mackamu [9]:
1
A=1 —;Z’Ll | IoU; — I0U, e |, (2.32)

e [0Uyqf — eTanonne 3Ha4eHHs JUIs aHATIOTIYHUX MoJieNiel (Hanpukial, 6a30BOro

U-Net) [12].

Sxkmo A = 0.9, Mmoenb BBaXKaeThCs aIcKBaTHOIO J0 MOCTaBIIeHO 3aa4i [18].
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4. I'paciuna MoI€]Ib AITOPUTMY

ANTOpUTMIYHA MOJIEIIH ITPOIIECY
cerMeHTaIlli Ta OIiHKa TOYHOCTI1

BBesienns 300paxeHHs

Y

[Honepenss 06podka

Y

Encoder (CNN)

Y

Transformer Block

Y

Decoder

Y
[TocToOpobka
(moporyBaHHs)

A

Busin pesyisrary Ta
00YUCIICHHS METPUK

Pucynok 2.3 — biiok-cxema anroputMmy riOpuaHOi cerMeHTalii

5. AHaii3 moxXuOOK 1 TOYHOCTI

Buznaunmo cepennio moxubky cermenTartii sk [9], [18]:

£ = %2?;1(1 — Dicey), (2.33)

JIe MEHIIIE 3HAYCHHS £ CBITYUTH NIPO BUIILY TOYHICTH MOJIETII.
[Ipu mopiBHsiHHI 3 0a3oBoi0 apxiTekTyporo U-Net (6e3 Transformer-6s10kiB)
OYIKYETHCS MIABULICHHS cepeHboro nokasHuka loU na 5-10 % Tta Dice — na 3-8 %,

10 MATBEPIXYE ePeKTUBHICTh r10OpuaHO1 Moaemi [12], [14], [22].
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Y migpo3autn po3poOJeHO aIrOpUTMIYHY MOJIENb TMPOIEeCY CerMeHTallii
300paxeHb, 3acHOBaHy Ha riOpuaniii apxitektypi U-Net + Transformer.
[Tomaro dhopMallbHHIA ONTUC €TarmiB, MAaTEMAaTHYHI CITiBBITHOIICHHS, METPUKH OITIHKH
TOYHOCTI Ta KpUTEPIi aJICKBaTHOCTI.

Otpumana Mojenb 3a0e3leyye BHCOKY CTaOUIBHICTH pe3ynbTaTiB 1 Oyne
peanizoBana mporpamMHo Ha 06a3t Python, PyTorch Tta 6i6miorekn Tkinter st

CTBOpeHHS 1HTepdericy kopuctyBaua [7], [10], [12], [14], [22].

Bucnosxu 3a po3zoinom

VY npyromy po3zaiii 0yJio NpOBEICHO MOBHUI UK pO3POOKH MAaTEMAaTHUYHOI Ta
QITOPUTMIYHOI MOJIETl MPOIECy CEerMeHTallli 300pakeHb Ha OCHOB1 T10pUIIHOI
apxitektypu U-Net + Transformer. IloctaBnena mMera — QopmaiizyBaTu Iporiec
CerMEHTallll Ta CTBOPUTH MOJEb, 3AaTHY 3a0€3[eUYUTH BHUCOKY TOYHICTh 1
CTaOUIBbHICTh pe3yJIbTaTiB — OyJia JOCITHYTA.
Ha ocHOBI npoBeeHUX TOCHII)KEHb OTPUMAHO TaKl pe3yJIbTaTH:

1) IloOynoBaHo MaTeMaTU4YHy MOJIeNIb TMPOIECY CErMEeHTallli, sIKa OIHUCYE
B3a€MO3B 30K MDK MPOCTOPOBUMH O3HaKaMHU 300pakK€HHs Ta pe3yJibTaTaMH
kiacugikamnii mikceniB. BusHaueHo (opmanbHI 3aJIeKHOCTI MK (PYHKIIEIO
BTpaT, MapaMeTpamMu 3TOPTKOBUX 1 TpaHC(POPMEPHUX OJIOKIB Ta BHUXIJIHUMH
XapaKTEPUCTUKAMU MOJIEII.

2) Po3pobsieHO MartemaTuyHy Mojenb TiopuaHoi apxitektypu U-Net -+
Transformer, sika dopmanbHO omucye moeaHaHHs 3ropTkoBux (CNN) Ta
TpaHCc(HOPMEPHUX MEXaHI3MIB. Y MOJENl BUZHAYEHO:

— CTPYKTYpy eHkozepa Ta aexoaepa U-Net,
— MexaHI3M o0aipHo1 caMoyBaru B Transformer-6uioii,
— MpOUEC Yy3rOJUKEHHS JIOKAJIbHUX 1 TrJ00albHUX O3HAK Iepes
CErMEHTALIICIO.
MareMatnyHull onuc BKIII04ae opMaizalliio onepaiii 3ropTky, HopMaizaili,
self-attention Ta BiTHOBICHHS PO3AUILHOT 3JaATHOCTI.

3) CdhopmoBaHo KOMOIHOBaHY (hYHKIIIIO BTpAT
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4)
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38

Liotaqi = @+ BCE + (1 — a) - (1 — Dice), (2.34)
sIKa JI03BOJISIE 30a71aHCYBaTH II100aIbHY Ta JIOKAIBHY TOYHICTH CErMEHTAIlli, 110
€ KPUTUYHUM JIJIS TIOPUIHUX apXITEKTYP.
Po3pobineHo anroputMidyHy MOJIETTh POOOTH CHCTEMH, KA BKITFOYAE TT1ATOTOBKY
JaHUX, HaBYaHHS HEWPOHHOI MEpeXi, BUKOHAHHS CErMEHTallli Ta OLIHKY
TOYHOCTI pe3yJbTaTiB. Mojienb mpeacTaBlieHa y BUTIIsLIl (OPMabHOTO OIUCY,
TICEBJIOKOAY Ta OJIOK-CXEMU aJTOPUTMY.
[IpoBeneHO MaTeMaTHYHY OIIIHKY TOYHOCTI, aJIeKBaTHOCTI Ta BipOTiTHOCTI
mozeni. 3anpornonoBani metpuku (IoU, Dice, Precision, Recall, Accuracy)
JAI0Th  MOJMKJIUBICTh ~ KUIBKICHO  OI[IHIOBATU SIKICTb POOOTH  CUCTEMH.
Kpurepii agexkBaTHOCTI TMOKa3aid, IO MPU CEPEAHHOMY 3HAauYeHHI A =
0.9 Mozenp MOKHA BBYKATH TIPUAATHOIO JJISI IPAKTUIHOTO BUKOPHUCTAHHS.
BusznadyeHo nojganbimii HanpsiM AocipkeHHs. OTpumMaHa MOJIEIb CITyTyBaTUME
OCHOBOIO JJIsI CTBOPEHHS 1H(GOPMAIIMHOI CUCTEMHU CErMeHTallli 300paKeHb y
TPETbOMY PO3/LTi, Ae Oy/ne po3poOJICHO MpOrpamMHy peati3alliio aJropuTMmy,
MPOBEICHO TECTYBaHHS HAa pEAIbHUX JaHUX Ta OLIHEHO TNPAKTUYHY

MPUJATHICTh CUCTEMHU.
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PO3/11 3

IPOI'PAMHA PEAJIIBALISI IHOOPMALIMHOI CACTEMHU
CEIrMEHTAIIIl 306PAKEHD

3.1. 3arajbHa apXiTeKTypa NIpOrpamMHoOro 3ade3neyeHHs

[Iporpamua peamizamiss iHGOpMAIlifHOT CHCTEMH CEeTrMEHTallii 300pakeHb
0a3yeThcs Ha MOIYJIbHIM apXiTEKTYPi, 110 3a0e3nedye po3aiyieHHs GyHKIIIOHATBHOCTI,
MacIITa0OBaHICTh, 3PYYHICTh IMATPUMKHA Ta MOKJIMBICTH IOAAIBIIOTO PO3BUTKY
CUCTEMH. Y Cl KOMIIOHEHTH 3rpyNOBaHi 3a JOTYHUMHU IM1ICHCTEMAMH Ta PO3MIILEHI B

OKpPEMHUX MPOTPAMHHUX MOJYJISIX.

Buxopucrani 610m0TeKH:
VY mpotieci po3poOKH 3aCTOCOBAHO TakKi MporpamMHi 3acodu ta 6i6mioTexu Python:
— PyTorch — 6a3zoBuii QpeiliMBopk aiig moOyn0BHU, HaBYaHHS Ta iH(DepeHCy
HEHPOHHOI MEPEXKI.
— Torchvision — IHCTpyMEHTH NMEPETBOPEHHS Ta HOpMaJIi3allii 300paxKeHb.
— NumPy — 00po0ka Ta aHami3 6araToBUMIpHHUX MacHBIB.
— Pillow (PIL) — 3aBanTaxeHnHs, MmaciTaOyBaHHS Ta 00poOKa 300paKeHb.
— Tkinter — noOynoBa rpadiudoro iHTepdeiicy KopucTyBaua.
— Matplotlib — nodynoBa rpagikiB [TuHaMIKK HaBYaHHS.
— time, 0s — ormepailii BBOJy-BUBOlYy, poOOTa 3 (PalijioBOI0 CUCTEMOIO Ta OOJIIK
qacy.
Take moenHaHHs 010110TEK 103BOJIMIJIO CTBOPUTH MOBHOIIIHHY CUCTEMY, SIKa BKIIIOYAE
3aBaHTAXCHHS JaHWX, HABYaHHS MOJENI, Bi3yali3aimil0 pe3yJbTaTiB Ta pPoOOTY

rpadivyHoro iHTepdeicy.

CTpyKTypa MpPOEKTY

®ailioBy CTPYKTYpy MPOTrPaMHOTO 3a0€3MEeUCHHS HaBEI€HO Ha PUCYHKY 3.1:
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project/

\— main.py

— modules/
}— config.py
}— dataset.py
}— model.py
}— losses.py
}— utils.py
}— train.py
— gui.py

Pucynok 3.1 — Ctpykrypa iHpOpMaIliifHOT CHCTEMHU CerMeHTaIlli 300pakeHb

Ornuc JOTTYHUX PIBHIB CUCTEMHU
ApXITEeKTypa OpraHizoBaHa 3a TPUPIBHEBUM MPUHIUIIOM:
1) PiBens nanux (Data Layer)
— wmoxayJb dataset.py;
— BIJIMOBIA€ 3a 3aBAaHTAXKCHHS 300paKeHb, iX MacIITaOyBaHHs, HOpMai3aIliio,
dbopMyBaHHS Map «300pakeHHI—MAacKa» Ta MATOTOBKY JaHUX JI0 TPEHYBaHHS.
2. PiBenb obunciens (Model Layer)
MictuTh MOIYIII:
— model.py — apxiTektypa riopuaHoi Mojel,
— losses.py — QyHKIIIi BTpaT 1 METPHKH,
— train.py — TpeHYBaHHS, OLIIHIOBAHHS Ta 30€pEKEHHS Bar MOJIEIII.
Ha 11b0My piBHI BUKOHYETHCS:
— ¢opmyBaHHs 03HaK 3a qoroMoror CNN,
— o0uwucieHHs ri100aibHOi caMoyBary,
— aNCeMIUTIHT 1 PEKOHCTPYKIIiSl MaCKH,

— ONTUMI3alis apaMeTpiB HEHPOHHOT MEPEXI.
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3) PiBens npexacraBnenns (Interface Layer)
Mictuth MOIYIi:
— gui.py — Bi3yaJizarlisi pe3yabTaTiB CerMeHTallii,
— utils.py — ¢yHkuii iHdepercy Ta modyaoBu rpadikis,
— main.py — Bubip pexumy pobotu («Hauanus mogmeni» abo «CermeHraris

300paKeHbBY).

B3aemois MmotyniB
[TocniioBHICTH pOOOTH CUCTEMMU:
1) main.py — BHU3HAYa€ peKUM poOOTH MPOTpamu.
2) config.py — 3aBaHTaxye mapaMeTpu MOJIEl Ta TPEHYBaHHS.
3) Skmo 0OpaHO HABYAHHS:
— dataset.py rotye gaHi;

— model.py hopmye apxiTekTypy;

losses.py 3amae yHKITiIO BTpaT;
— train.py BUKOHY€ HaBYaHHs Ta 30epirae pe3yibTar.
4) Skumo oOpaHO cerMeHTalllo:
— model.py 3aBaHTaxxye M0oJieJib;
— utils.py BuKkoHye iHpEpeHC Ta po3paxyHOK METPHK;
— gui.py BimoOpaxae pe3yabTaT y BikHi Tkinter.
TakuM YMHOM, KOXKEH MOJTYJIb BUKOHY€E YITKO BU3HAUEHY (PYHKII1}0, @ BC1 KOMIIOHEHTHU

00’eIHaH1 Y €IMHY JIOTIYHY CUCTEMY.

VY mpoMy miApO3iil HaBEACHO CTPYKTYpPY MPOTPAMHOI CHCTEMH MOIYJIBHOI
apxiTektypu. DyHKIIOHAIBbHI MOIYJ MIABUINYIOTh YUTAOENbHICTh, 3a0€3MEUyI0Th
MOBTOPHE BHUKOPUCTAHHA KOMIIOHEHTIB Ta JO3BOJISIOTH JIETKO MoaudikyBatu abo
pO3IIMPIOBATH MPOEKT. Taka mody0Ba € KPUTUYHO BAXKIMBOIO JIJISI MacIITaOOBaHUX
CHUCTeM MAallMHHOTO HaBYaHHSA, 30KpeMa [Isl 3acTOCyBaHb y cdepi cerMeHTarrii

300paKeHb.
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3.2. Peadnizauis riopuanoi moxgesi U-Net + Transformer

VY mpoMy miaApo3IiiIi MPEACTABICHO AETAbHY MIPOTPaMHYy peati3allito riopuaHol
MOJIel cerMeHTallli 300pakeHb Ha OCHOB1 apxiTekTypu U-Net 13 gomaBaHHIM
TpaHchopMepHOTo OJIOKY. Pearizaiiro CTpyKTypOBaHO y BUTIISAI OKPEMUX MOITYJIIB,
o0 3a0e3nevye YITKUM PO3MOJUI JIOTIKH, 3PYYHICTh CYIPOBOJY Ta MOXKJIHMBICTH
MacImTadyBaHHs MPOEKTy. KokeH MOAyJIh BUKOHY€E KOHKPETHY (DYHKIIIIO Yy TIpoIeci
poOOTH CUCTEMH: BiJI 3aBaHTAXKEHHS JAHUX JI0 HABUYAHHS Ta IHPEPEHCY MOEIIL.
Hwxye mnomaHo oOmMUC KOXXKHOTO MOAYJsSl, HWOro TMPU3HAYEHHS Ta OCHOBHHX

KOMIIOHEHTIB.

MoayJb config.py — cucTeMHi mapaMeTpu
Mopynb MICTUTH MapaMeTpu KOH(Irypaiii, 0 BU3HAYAIOTh OCHOBHI aCHEKTH
poOOTH CUCTEMHU, 30KpEMa:
— pO3MIp BXITHUX 300paKCHb,
— po3mip batch,
— KUIBKICTD €I10X JJIS1 HaBYaHHS,
— Topir GiHapu3alli MacKu,
— IUISIXH JI0 AaTaceTy Ta J0 HaB4YeHUX (aisiiB MOJIell,
— BuUOIp obuncaoBansHoro npuctporo (CPU/GPU).
Konpirypauiithuit cnoBauk CONFIG BUKOpHUCTOBYETHCS BCiMa IHIIUMHA MOIYJISIMU Ta

3a0e3nedye IeHTpai30BaHe KEPYBaHHS HAAIITYBAaHHAMH HaBEJACHO HA PUCYHKY 3.2.

main.py config.py dataset.py model.py losses.py utils.py train.py gui.py
import torch

CONFIG = {
"img_size": (256, 258),
"batch_size": 2,
"Lr": le-4,
"num_epochs": 25,
"device": "cuda" if torch.cuda.is_available() else "cpu",
"dataset_root": "./crack_train",
"model_save_path": "./outputs/models/crack_trainVl.pth",
"threshold": 6.5,

Pucynoxk 3.2 — Cxkpinmot moayJto config.py

[ToBHU JTICTUHT KOy MOy config.py MoJgaHo B TOAATKy A
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Moayas dataset.py — nmiAroToBKa Ta 3aBAHTAKEHHS JTaHHUX
Motynb MICTUTB KJIac:
class SegmentationDataset(Dataset)
DOyHKINT MOTYJIA:
— 34ynTyBaHHSA (aiIIB 13 JUpEeKTOpik images/ Ta masks/;
— aBTOMATHYHMM MOIIYK BIMOBIIHUX Map “300pakeHHI—MacKa’;
— MacmTa0yBaHHS Ta HOPMaJIi3aIlilo BXITHUX TaHUX;
— 00po0Oka cutyariii, KoJau MacKka BiJICyTHS;
— 3acTOCyBaHHS TpaHchopMalliii;
— TepeTBOpeHHs AaHuX y ¢popmat teHzopiB PyTorch.
Kiac moBeprae Tpiiiky:
(300paxeHHs_tensor, Macka_tensor, iM’si_(aitiny)
Monynb BIANOBIAA€ 32 IpaBUIIbHE (POPMYBaHHS HABYAJIBHOI Ta BaJll1alllifHOI BUOIPOK,
110 € KpUTUYHUM JIJIs1 CTAOLIBHOTO TpEHYBaHHs Moedl (puc. 3.3).

main.py config.py dataset.py model.py losses.py utils.py train.py gui.py

import os
from PIL import Image
from torch.utils.data import Dataset

chass SegmentationDataset(Dataset):

def __init__(self, images_dir, masks_dir, transform=None, mask_transform=None):
self.images_dir = images_dir
self.masks_dir = masks_dir

imgs = [f for f in os.listdir(images_dir)

if f.lower().endswith(('.png', '.ipg', '.jpeg'))]
masks = [f for f in os.listdir(masks_dir)

if f.lower().endswith(('.png', '.jpg', '.jpeg'))]

img_stems = {os.path.splitext(f)[8] for f in imgs}
mask_stems = {os.path.splitext(f)[0] for f in masks}

Pucynok 3.3 — Ckpinmot mojaysto dataset.py

[ToBHMIT micTHUHT KoAy Moy dataset.py mojaHo B JOoJaTKy A
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Moayabs model.py — riopuana apxitekrypa U-Net + Transformer
Monayne peamidye TOBHY CTPYKTypy Mepexi, mo mnoegaye CNN Ta

Tpancopmep. Y MOAyIl MICTATHCS YOTUPH KITFOUOBI KJIACH:

1) class EncoderBlock(nn.Module)
BukoHye BHITyYeHHS JIOKaJIbHUX O3HAK HA PaHHIX eTarax oOpoOKwH:
— 1Bi 3roptku (Conv2d),
— nHopwmam3ais BatchNorm2d,
— axktuBanisg RelLU,
— MaxPooling (3a He0OX1IHOCTI).
[ToBeprae:
— KapTy o3Hak Jis skip-3’€1HaHHS,

— 3MEHIIeHY KapTy (aJ1s mepeaayl Ha HaCTYTTHHUM PIBEHb ).

2) class DecoderBlock(nn.Module)
Bianogigae 3a BiAHOBIEHHS MPOCTOPOBOI PO3ILIILHOCTI:
— TpancnoHoBaHa 3ropTka (ConvTranspose2d),
— 00 ’eqnanHs 3 BianoBigHuM skip-3’ennanHsM encoder'a,

— JIBI 3TOPTKH 3 HOpMaJTi3alli€lo.

3) class TransformerBlock(nn.Module)
Peanizye rnobanbHUid aHasi3 KOHTEKCTY:
— Ha BXIJI TOJA€ThCS KapTa 03HAK 13 TIIMOWHOIO 256 KaHaliB,
— MexaHi3M OararorosioBoi camoyBaru (Multihead Attention),
— TEpPEeTBOPEHHS KapTH O3HAK Y MOCI1JOBHICTb,
— 3actocyBaHHs MLP-610ky,
— LayerNorm.
Ileit Omok M03BOJIIE MOJIENI BPaxOBYBAaTH BiJJal€HI 3aJIEKHOCTI MIXK 00JIaCTsIMU

300paKeHHSI, IO IMiIBUIIY€E TOYHICTh CErMEeHTaIlll.
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4) class UNetTransformer(nn.Module)
dopMye MOBHY apXiTEKTYpPy CETMEHTaIlIMHOT Moaeli. MiCTUTB:
— T1pu piBH1 Encoder,
— TransformerBlock y By3bkiit vacTuHi Mepexi,
— nBa piBHI Decoder,
— ¢inanpuuit map 1x1 Conv 11t popMyBaHHS OJJHOKAHAIBHOI MACKH,
— CHUT'MOIIHY aKTHBAIlil0 Ha BUXO/II.
Monens moennye JnokambHi o3Haku (CNN) Ta r1mo06anmbHI  B3a€MO3B’S3KU

(Transformer), mo poOuTh i e€hEeKTUBHOIO JJIsi CErMEHTAIlli CKJIAJHUX CTPYKTYpP

(puc. 3.4).

main.py config.py dataset.py model.py losses.py utils.py train.py guLpy
import torch
import torch.nn as nn
import torch.nn.functional as F

class EncoderBlock(nn.Module):

def __init__(self, in_ch, out_ch, pool=True):
super().__init__()
self.convl = nn.Conv2d(in_ch, out_ch, kernel_size=3, padding=1)
self.bnl = nn.BatchNorm2d(out_ch)
self.conv2 = nn.Conv2d(out_ch, out_ch, kernel_size=3, padding=1)
self.bn2 = nn.BatchNorm2d(out_ch)
self.pool = nn.MaxPool2d(2) if pool else None

def forward(self, x):
X = F.relu(self.bnl(self.convl(x)))
¥ = F.relu(self.bn2(self.conv2(x)))

p = self.pool(x) if self.pool is not None else x
return x, p

ciass DecoderBlock(nn.Module):

def __init__(self, in_ch, skip_ch, out_ch):
Pucynok 3.4 — CkpiHmot MoayJiro model.py

[ToBHMIT micTUHT KOAY MoyJia model.py mogaHo B JoJaTKy A

Monayan losses.py — pyHKIii BTpaT i 10NOMiKHI MeTPUKH

Moaynb MICTUTB:
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1) defdice coeff(pred, target, eps=1e-8)
— oOuuncnenns koedirmienta Dice,
— OIIIHIOE CTYIIiHB HAKJIaICHHS TIepe0aueHol Ta eTaJIOHHOI MacoK.
2) class BCEDiceLoss(nn.Module)
Komb6inoBaHa (yHKIisI BTpaT:
— BCE Binary Cross Entropy — ToukoBe MOpiBHSIHHS IIKCENIB,
— 1 — Dice Loss — or11iHKY 301iry ¢opMHu MacKH.
Ile moeananus (puc. 3.5):
— TIOKpalrye cTablIbHICTh HaBYaHHS,
— poOUTH MOJIEh MEHIII YyTJIUBOIO JI0 AUCOATIaHCy KIIACIB,

— TIJBHINYE SKICTh CETMEHTAIlll Ap1OHMX 00’ EKTIB.

main.py config.py dataset.py model.py losses.py utils.py train.py qui.py

import torch.nn as nn

def dice_coeff(pred, target, eps=le-8):

pred_flat = pred.contiquous().view(pred.size(0), -1)
target_flat = target.contiguous().view(target.size(0), -1)
intersection = (pred_flat % target_flat).sum(dim=1)

union = pred_flat.sum(dim=1) + target_flat.sum{dim=1)
dice = (2.0 % intersection + eps) / (union + eps)

return dice.mean()

class BCEDicelLoss(nn.Module):

Pucynok 3.5 — CkpiHmoT Moayo losses.py

[ToBHUI JTICTUHT KOy MOJTyJist losses.py MmojaHo B 1oAaTKy A

MogayJib utils.py — 00po0ka 300pa:xkeHb Ta iH(pepeHC
Moaynb MICTUTB:
Tpanchopmarii:
— preprocess — MaciITa0yBaHHs, HOpMaJi3allis Ta epeTBOPEHHS 300pakKeHHS B
TEH30p;

— mask preprocess — MiArOTOBKAa Macku 0e3 HopMai3aliii.
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DyHKIIIT:
1) load image tensor(path)
— 3aBaHTaXY€E 300payKEHHS 3 INCKa,
— TMPUBOIUTH A0 hopmaTy, IPUHHATHOTO IS MOJICITI.
2) infer image(model, path, device, threshold=0.5)
MOBHOI[IHHUH 1H(EpeHC:
— MATOTOBKA 300payKEHHS,
— OTpUMaHHS HMOBIPHICHOT MacKH,
— OlHapu3ailis 3a HOpPOroM,
— moOya0Ba HAKJIAaHHS MAaCKH Ha OPUTIiHAI.
3) evaluate single image(pred mask, true mask, threshold=0.5)
o0uucioe Habip METPUK:
— IoU,
— Dice,
— Precision,
— Recall,

— Accuracy.
®OyHK1IT MOAYIs BUKOPUCTOBYIOThCS SIK y GUI, Tak 1 B TpeHyBalbHOMY CKPHIITI (PHC.

3.6).

main.py config.py dataset.py model.py losses.py utils.py train.py qui.py
from PIL import Image
import numpy as np
import torch
from torchvision import transforms
from modules.config import CONFIG

preprocess = transforms.Compose ([
transforms.Resize (CONFIG["img_size"]), # 3miH
transforms.ToTensor(), # nepere EHHS B TEeH3
transforms.Normalize([0.5, 8.5, 6.51, # &~ nizauia 8 [-1,1]
[0.5, 8.5, 0.5])
n

mask_preprocess = transforms.Compose([

transforms.Resize (CONFIG["img_size"]), # 3miH
transforms.ToTensor() # koHBepTauia B TeH3

o

ef load_image_tensor(path):

Pucynox 3.6 — Cxpinmot moxayJto utils.py

[ToBHUI TICTUHT KOy MOyJid utils.py mojano B JogaTky A
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Moayas train.py — HABYAHHA MOJeJTi
MicTuTh TpU OCHOBHI (DYHKIIII:
1) train _one epoch
OJIMH €TIOXOBHI ITUKJT HABYAHHS:
— forward — loss — backward — update.
2) evaluate model
— OO4YHCIICHHS TOYHOCTI Ha BaJTiAIIAHIA BHOIpIII.
3) main_train_and eval
— (QopMyBaHHSA JaTaceTy;
— mojuI train/val;
— 1HIIIadi3aIisg MOIel;
— IWKJI HAaBYaHHS;
— 30epexeHHs Mojiell 3 HalikpamuMm loU;
— mnobOynosa rpadikiB Loss, loU, Dice, Accuracy.
[le#ti Momynp peanidye TOBHUM TpoOlleC HABUYAHHSA BIAMOBIIHO JO METOAOJIOTIT

MaIIMHHOTO HaB4YaHHA (puc. 3.7).

main.py config.py dataset.py model.py losses.py utils.py train.py gui.py
import os -
import time
import numpy as np
import matplotlib.pyplot as plt
import torch
from torch.utils.data import Dataloader
from modules.config import CONFIG
from modules.dataset import SegmentationDataset
from modules.model import UNetTransformer
from modules.losses import BCEDiceloss
from torchvision import transforms

def train_one_epoch(model, dataloader, optimizer, criterion, device):

model.train()
total_loss = 0.0

for imgs, masks, _ in dataloader:

imgs = imgs.to(device, non_blocking=True)
masks = masks.to(device, non_blocking=True)

preds = model(imgs)

loss = criterion(preds, masks)

Pucynox 3.7 — CxpiHIIOT MOAYJIIO train.py

[ToBHUI JTICTUHT KOy MOYJIS train.py MOAAHO B TOAATKY A



Monayasb gui.py — rpadgiynuii inTepgeiic cermeHTauii
Moaynb MICTUTB:
1) class SegmentationApp

BinnoBigae 3a:

cTtBopeHHs BikHa Tkinter;
— 3aBaHTa)KEHHS 300paKeHHS;
— 3aIyCK CEerMeHTAIlil;
— B1J100paKeHHS:
— OpuTiHaly,
— MAacCKH,
— HaKJIaJIaHHS;
— PO3paxyHOK METPHUK 32 HasIBHOCTI €TAJIOHHOI MACKU;
— 30epexeHHsI pe3yJIbTaTiB.
2) def main_gui()
— 3aBaHTaXy€ MOJIEIb,
— 3aIlyCKa€ 3aCTOCYHOK.

Mopyne GUI HaBeneno Ha puc. 3.8.

main.py config.py dataset.py model.py |losses.py utils.py train.py gui.py
import os
import tkinter as tk
from tkinter import filedialog, messagebox
from PIL import ImageTk, Image
import numpy as np
import torch

from modules.config import CONFIG
from modules.model import UNetTransformer
from modules.utils import infer_image, evaluate_single_image

clsss SegmentationApp:

def __init__(self, model, device):
self.model = model
self.device = device

self.root = tk.Tk()

self.root.title("U-Net + Transformer — CermedTauis")
self.root.geometry("1150x720")
self.root.configure(bg="#F5F5F5")

frame = tk.Frame(self.root, bg="#F5F5F5")
frame.pack(side=tk.TOP, pady=8)

Pucynox 3.8 — CkpiHIIIOT MOAYJTIO gUi.py

[ToBHUI JTICTUHT KOy MOJIYJIsl gul.py TOJIaHO B AOJATKY A
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Moayab main.py — rojioBHe MeHI0 CHCTEMH
MicTuTh QyHKIIIIO:
def main_menu()
rpadiyHe MEHIO 3 BHOOPOM PEKUMY:
— HaBYaHHS MOJIET,
— 3amyck GUI cermeHnrarii,
—  BHUXIJ.

Monynb BUCTYTa€ TOYKOIO BXO/ly B 3aCTOCYHOK (puc. 3.9).

main.py config.py dataset.py model.py losses.py utils.py train.py qui.py

import tkinter as tk

from modules.train import main_train_and_eval # imnoprt duynkyii dna TpeHYBOHHA T LIHK

from modules.gui import main_gui # imnoprt dyHkyii a@na zanycky GUI ceesmeHTaUlii

def main_menu():

root = tk.Tk()

root.title("U-Net + Transformer — Main Menu")
root.geometry("400x220")
root.configure(bg="#ECECEC")

def run_training():
root.destroy()
main_train_and_eval()

print("\nHaBuyaHHA 3aeepweHo. oBepHiTbcs g0 MeHw, wWob 3anycTuTw GUI.")
main_menu()

Pucynok 3.9 — CkpiHIIOT MO0 main.py

[ToBHUI JICTUHT KOy MOJTYJIsI main.py MOJAaHO B TOAATKY A
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VY 1boMy mipo3/ii pO3MIISIHYTO MOBHICTIO MOJYJIbHY NMPOTPaMHy peasizallito

riopuanoi mozeni U-Net + Transformer. KoxkeH Moynb BUKOHY€E OKpeMy (DYHKITiO

— BiJ 3aBaHTaXXEHHS JaHUX 1 (OPMYBAHHS apXITEKTypd MOJENl 10 HAaBYAHHS,

OLliHIOBaHHS Ta poboTH rpadiudoro iHTepdeiicy. Taka CTpykTypa 3a0e3neuye:

— BHCOKY THYYKICTh CHCTEMU;
— JIETKICTbh MaclITaOyBaHHS;
— TMPOCTOTY PO3MUPEHHS (QYHKITIOHATY;

— YITKYy OpTraHi3aIfiio JOTIiKH MPOEKTY.

MonynpHa apxiTekTypa J03BOJisiE €(DEKTUBHO IHTETpYBaTH MOJENb y MPaKTUYHI

3aCTOCYHKH Ta 3a0e3leuy€e BUCOKY SKICTh cerMeHTarlii 3apasiku noeaHanHio CNN Ta

TpaHC(HOPMEPHUX MEXAHI3MIB.



3.3. JlemoHcTpauisa po00oTH 3aCTOCYHKY Ta omiHka TouHOCTI (GUI)
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VY 1mpoMy mipo3AiT MpOAEMOHCTPOBAHO MOBHUM pOOOYUH ITUKI pO3poOIeHOT

iH(opMaIIiitHOT CHCTEMHU: BiJ TPOIECYy HAaBYAHHS MOCHI N0 3ammycKy iHTepdeiicy

KOpHCTyBaua, Ta aHamily OTpUMAHUX pe3yabTaTiB. [ns gemoncTpamii Oyio

BUKOPHUCTAHO TPH Pi3H1 JaTACETH, 110 BIIOOpaKAOTh Pi3HI MIPeAMETHI 00I1aCTi:

1) MPT-3HIMKH TOJIOBH — CETMEHTAIIIS ITyXJIMH MO3KY,

2) I'eo3HiMKH (CYIMyTHHUKOBI 300pa)K€HHS) — CErMEHTallisl BOJOWM,

3) ®otorpadii JOPOKHBOTO MOKPUTTI — CETMEHTALlIsS TPIIIUH achaibTy.
Takuii BUOIp JaTaceTiB JO3BOJISIE MPOJAEMOHCTPYBAaTH  YHIBEPCAIbHICTb
aJanTUBHICTB OOy oBaHoi riopuaHoi Mmozaeni U-Net + Transformer.
Po3po6nennii mporpaMHuil 3aCTOCYHOK MICTUTh JBa OCHOBHI pEXXUMH pOOOTH:

1) HaBuanns mojieni Ha BUOpaHOMY J1aTaceTi,

2) CermenTariisi 300paxkeHb y rpadiguHomMy iHTEpPeiici.

Ta

OOuiBa peXUMU IHTEIPOBAHI B €IUHY CHCTEMY 4Yepe3 TOJIOBHE MEHIO, SKe

3aIyCKAa€eThCSl aBTOMAaTUYHO TP MEPIIOMY CTapTi mporpaMu. ['0JI0BHE BIKHO MICTUTh

TPH KHOTIKHU.
— «HaBuutu Mozeiby,
— «3aIyCTUTH CETMEHTAIIIIOY,

— «Buxiny.

[Ticnst 3amycky KOpHCTyBad ojpa3y oOupae MOAaIbIIUN ClIeHapid poboTtn — abo

TPEHy€ HOBY MOJ€lIb HAa OJHOMY 3 JOCTYIHHUX JaTaceTiB, ab0 MNEepexXoauThb 0

rpadiunoro iHTepdeicy s cerMmenraiii. [nTepdeiic ToJI0BHOrO MEHIO MOJAaHO HA

Puc. 3.10.

? U-Net + Transformer — Main Menu — O X

Bubepitb pexxum pobotu

O HaBuut mogens ‘

© 3anycTutu cermeHTauio I

Buxig

Pucynox 3.10 — CkpiHIIOT TOJOBHOTO MEHIO IPOTPAMH MPHU TIEPIIOMY 3aITYyCKY
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3.3.1. IIpouec HAaBYaAHHS MOJeJIi
VY pa3i Bubopy mnyHKTY «Hasuumu mooenvy BIIKPUBAETHCS KOHCOJIBHUUN

iHTepdeiic B AKOMY MPOMOHYETHCA JaTH 1M 51 MOJIeN sika Oyae HaBuaTuch (puc. 3.11)

C:\pythonProjecté\venv\Scripts\python.exe C:\SegmantationApp\main.py

Device: cuda

Beepite im's ona Hoeoi mopeni (6e3 poswupeHHs .pth):

Pucynok 3.11 — CkpiHIIOT KOHCOJIBHOTO IHTEPPEICY B IKOMY MPOMOHYETHCS AaTU

1M’ MO €1

JUist neMoHcTpanii po3ryisiHEMO MPOLEC TPEHYBAaHHS Ha J1aTaceTi MPT-3HIMKIB

T'OJIOBH, 1110 MICTUTh 300pa>K€HHS MO3KY Ta BIJIMOBIIHI Macku MyxJiuH (puc 3.12)

v « datasets > mri_train > images MoMCK B ... « datasets > mri_train > masks Mowck B: ...
Tr-me_ 0010jpg  Tr-me 0011jpg  Tr-me 0012jpg  Tr-me_0013jpg Tr-me_0010.png  Tr-me_ 0011.png  Tr-me_ 0012.png  Tr-me_0013.png
Tr-me_0014jpg  Tr-me_0015.jpg Tr-me_0017 jpg Tr-me_0014png  Tr-me_0015.png  Tr-me_0016.png  Tr-me_0017.png
Tr-me_0018jpg  Tr-me 0019jpg  Tr-me_0020jpg  Tr-me_0021jpg Tr-me_0018png  Tr-me_0019.png  Tr-me_0020.png  Tr-me_0021.png

Pucynox 3.12 — CkpiHIIOT AaTtaceTy MPT 3HIMKIB TOJIOBU 3 MacKaMu

Jamo imsa mozeni «mrt» (puc. 3.11) ta 3anmyctumo TpeHyBaHHs. Oapa3zy micis
3allyCKy aBTOMAaTMYHUI MOIIYK Ha BIAMOBIIHICTH Map ‘“300paxeHHs—macka”. Llei
MEXaHi3M TapaHTy€, 10 MOJIeJIb HABUAE€ThCS Ha BIAMNOBIAHUX Mapax, a HE Ha

BUNaAKOBUX (paitnax. 3nakiaeHo 999 cniBnaainb 300paxkeHHsI—Macka (puc 3.13.)

Mopent 6yne 36epeweHa y: outputs\models\mrt.pth

Found 999 samples.

Pucynok 3.13 — CkpiHIIOT BIANOBIIHOCTI CMIBHOAAIHB “300pa’keHHsI—MacKa”
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[Tig yac TpeHyBaHHS KOPUCTYBAaU OTPUMYE B KOHCOJI IeTanbHUA KypHa (puc. 3.14):
— ©Homep enoxu (Epoch)
— cepennto pynkiiro Brpat (TrainLoss)
— 3HayeHHs MeTpuk TouHOoCcTi (IoU, Dice, Accuracy)
— dgac npoxopkeHHs ernoxu (TimeSec)
[Ticns 3akiHYEHHS TPEHYBaHHS KypHall 30epiraeTbcs y OKpemui txt. dain mis

3pY4YHOCTI YUTaHHA Yy OyAb-IKHil yac.

[Epoch 1/25] TrainLoss=0.6510 | IoU=0.4598 | Dice=0. .9803
ed BEST model
[Epoch 5] TrainlLoss=0.5461 ToU=0.5464"7 Dice=0.
BEST model
[Epoch 5] TrainLoss=0. ( ToU=0.5306 Dice=0.

[Epoch 5] TrainlLoss=0. ToU=0. 6607 Dice=0.
BEST model
[Epoch 5/25] TrainlLoss=0.303¢ ToU=0.6538 Dice=0.
25] TrainLoss=0.2275 IoU=0.7349 Dice=0.8
ed BEST model

Pucynok 3.14 — CkpiHIIOT >)KypHaly TPEeHYBaHHS Y KOHCOJII

[Ticnst 3aBepIIeHHS KUIBKOX €MOX CIHOCTEPIra€ThCs CTAOLIbHE 3MEHIICHHS
¢GyHKLIi BTpaT 1 3pOCTaHHS METPUK TOYHOCTI (puc. 3.14), mo MiATBEPIKYE
KOPEKTHICTh pealli3oBaHOi apxiTekTypu. HapuanHs BHUKOHyBasiocsi B 25 e€mox,
HaWKpalia MoOJIeJlb aBTOMATHYHO 30epiraeTbcs 1 Iepe3anucye IONEpPeTHIO B
cremiajgbHii aupekTopli ae 30epiratoTbess HaBueHi Mogemi. [liciga 3aBepiieHHS
OCTaHHBOI €MOXM MOJENIb BHJIa€ HaWKpally HaBue€Hy Mojeib y koHcosi mo loU,
30epirae Mojeinb, METPUKU, 1 Tpadiku BTpaT y CHEMiadbHO BIJBEICHI IJIs LbOTO

TupeKTopii 1 moeptae Hac y rojgoBHe MeHto (GUI) (puc 3.15)

[Epoch /25] TrainlLoss 0463 | IoU=0.8197 ice=0 7 | Acc=0.9949 | Time=54.0s [ AVRNPENS SO Tty Y IR VI — O x

Training finished. Best IoU = © BMGepin peXKUM pOﬁOTM

y: outpu

y: outputs\metrics\metrics_mrt.txt (O HaBunt MOaEenb |
y: outputs\models\mrt.pth

© 3anycTtuTn cermeHTauilo |

HaBuaHHA 3aeepweHo. [oBepHiTbcA A0 MeHw, wWob zanyctutu GUI.

Pucynok 3.15 — CKpiHIIOT 3aBEPIIEHOTO HaBYaHHSI
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JI71s1 KOJKHOTO JlaTaceTy aBToMaTU4HO OyayroThes rpadiku (puc. 3.16), (puc. 3.17):
— 3MmiHu QyHKIi BTpat (Loss),
— 1noka3Huka loU,
— mnoka3Huka Dice,
— TOYHOCTI Accuracy.

I'padiku M03BOMAIOTH OLIHUTH AWMHAMIKY 301KHOCTI MOJIE, BUSBUTH IIepe- 4

HCIOHABYaHHA.

". foss-mrteng ‘” . . ". foumrtP-

Training Loss o
Validation loU
—— Train Loss
— Val loU
0.6 1 0.80 4
0.5 0.75 1
0.70 1
0.4
“ = 0.65 1
Q =}
k] Cl
031 0.60
0.2 4 0.55
0.50
014

3 Mamenwre [EEE dice_mrt.... coo O 5 Vismerims [ accuracy_...

Validation Dice Validation Accuracy
0.90
—— Val Di —_—
/al Dice 0.9950 Accuracy
0.85
0.9925
0.80 4 0.9900
>
8 0.75 2 0.9875
0.9850
0.70 4
0.9825
0.65
0.9800
0.60 1
09775 1

Pucynox 3.17 — Ckpinmot rpadiki “Dice Ta Accuracy”
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AHaui3 rpadikiB MoKas3ye:

Cmananns BTpat 300pakene Ha rpadiky Training Loss (puc. 3.16) €
MOHOTOHHUM 1 cTabimbHUM — Bix 0.65 Ha mepmriit enoci 10 0.04 Ha 25-i enoci. Lle
BKa3ye Ha e(eKTUBHE Ta 30alaHCOBaHE HAaBYaHHs 0e3 MepeHaBYaHHS.

Ha puc. 3.16 moka3ano 3poctanHs mokazauka Intersection over Union (IoU).
IoU crab6insHO 3pocTae Big 0.45 1o 0.82, 1110 € BUCOKUM 3HAYEHHSIM JIJISI MEIMYHUX
300paKeHb.

Ha puc. 3.17 naBeneno rpadik Dice Score, sikuii JeMOHCTPYE TJIaBHE
3poctanHs Ta nocsirae 0.88—0.90 y dinanpHux enoxax. Merpuka Dice € oaHiero 3
HalBAXKJIUBILINX Y MEUIMHI, OCKIJIbKH MTOKA3Y€ AKICTh NEPETHHY KOHTYPIB M1k
IIPOTHO30M Ta ICTUHHOIO MacKOIO.

I Ha ocranok Ha puc. 3.17 nokazaHo MeTpuKky Accuracy, sika Jocsirae
nokazHuka noHaza 0.995, ockinbku Accuracy y 3ajiauax CerMeHTallil CXibHa
3aBUIILYBATH PE3YJbTAT (Yepe3 BETUKY KUIbKICTh (POHOBOTO Kiacy), il cTablIbHO
BHCOKI 3HAYEHHS J0JaTKOBO MIATBEPIKYIOTh €(DEeKTUBHICTh HABUEHOT MOJIEIII.

B tabnumi 3.1 npencrapieHi MigCyMKOBI METPUKH JIJIsl HAUKpaIoi enoxu (23 enoxa).
Tabmuns 3.1 — MeTpuku HallKpaIioi enoxu

IoU
0.8228

Dice

0.8915

Accuracy

0.9956

Emoxa Train Loss

23 0.0500

OTpumani pe3yJibTaTh AEMOHCTPYIOTh CTaOUIbHY POOOTY MOJENI, XOpOIIy
301KHICTh 1 BUCOKY SIKICTh CEIMEHTAIlll MyXJIHMH MO3Ky. B Tabnuii 3.2 npexacrasieHi

M1JICYMKOBI METPUKH HaWKpPAIIUX €MOX HABYAHHS, HA TPHOX TECTOBUX JaTaceTaX.

Tabmuis 3.2 — MeTpuky HaBYaHHS JIsl TPhOX TECTOBUX J1aTACETIB

Monens Haiikpama enoxa | Train Loss IoU Dice Accuracy
mrt 23 0.0500 0.8228 | 0.8915 0.9956
water 19 0.3668 0.7533 | 0.8438 0.9319
crack 21 0.2363 0.7006 | 0.7921 0.8859
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3 aHami3y METPHK:
— Mogens «mrty mokaszana HauKpaiili pe3ybTaTH 3aBISKH OTHOPITHOCTI
MEIUYHUX JaHUX Ta YITKUM KOHTypaMm 00'€KTa CerMeHTaIlli.
— Mopgens «water» IeMOHCTPY€ CEepeIHIO TOUHICTh Yepe3 CKIaIHICTh penbediB
Ta IIyM y CYITyTHUKOBHX 3HIMKaX.
— Monaensb «crack» mae Bucoky Accuracy, ane Huxk4il loU/Dice — 1110 THIOBO

JUTSE 337124 3 TyKE€ TOHKUMU 00'€KTaMu (TPIIIMHAMH ).

3.3.2 JlemoHcTpauisa cermenTauii y rpagiunomy inrepdeiici
[Ticnst 3aBeplleHHs] HaBYaHHS MOJEIN KOPUCTYBAad MOXKE MEPEUTH JI0 PEKUMY
cerMeHTarlii B rpadgiuaomy iHtepdeiici. Jljis p0ro y roJioBHOMY MEHIO HEOOX1JTHO
o0paTH MyHKT «3almyCTUTH cerMeHTtauito». Ilicias BuOOpy BIAKPUBAETHCS OCHOBHE
BIKHO 3aCTOCYHKY, SIK€ 3a0e3Ieuye B3a€EMOJII0 3 MOJEIUIIO Y 3pYYHOMY Bi3yaJIbHOMY
dbopmarti (puc. 3.18).
V BikH1 GUI noctynHi Taki e1eMeHTH:
— KHOIIKA «3aBaHTaXXUTH 300paKEHHS»;
— KHOTIKA «3aIyCTUTH CETMEHTAIIION;
— KHOTKa «30epertu MacKy»
— KHOmKa «Buntm»
— TIaHEeJb B1I0OpaKeHHS OPUTTHATBLHOTO 300paKEHHS;
— TIaHeJb B1I0OpakKeHHS MacKU CEerMEHTAIlli,
— TIaHeJb B1I0OpakKeHHS HAKJIaJACHOT MaCKH;
— wMoxaysb BuBoy MeTpuk loU, Dice, Precision, Recall, Accuracy (ripu HasiBHOCTI
€TaJIOHHOT MacKH).
— PSIOK CTaTycCy, IO MOKa3y€e CTaH CUCTEMHU
[aTepdeiic moOynoBanmii Ha ocHOBI Tkinter 1 3a0e3nedye MuTTEBUH 1HPEpeHC MOEN
Ha BuOpaHomy 3o00paxeHHi. GUI 3aBaHTaxye mnonepeaHbO HABYEHY MOJENb 13
KaTtajory 30epeeHuX Bar 1 aBTOMATHMYHO BHUKOHY€ IH(EpEHC NpU HATHCKaHHI

BIJINIOBIHOT KHOIIKH.
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f U-Net + Transfarmer — CermenTauis - O

3asanTaxmTi 30Bpaxenna 3anycTuTi cermenTayio 36epertn macky Buiitn

[oToBo a0 poboti

Pucynok 3.18 — Ckpinwot 3anycky (GUI) cermenTanii

[Ticnst 3aBaHTakKeHHS 300pa)KEHHS Ta 3alyCKy CErMEHTaIlli, Mpu HasBHOCTI
€TaJOHHOI MAacCKHu 3J1iBa MOKHA MOOAUUTH METPUKH TOYHOCTI CErMeHTallli MOJIEI.
[Tomano Ha puc. 3.19 Ha npukIaal cerMeHTaIlli MPT 3HIMKY ITyXJIMHA MO3KY.

— IoU (Intersection over Union) — CTymiHb TEPEKPUTTS mepeadadeHoi Ta
ICTUHHOI MacKH.

— Dice koedimieHT — moaBo€Ha Mipa 30iry obnactei, cTiiika 10 aucOamaHcy
KJIACIB.

— Precision — 4acTka npaBWIbHUX MO3UTUBHUX Mepe10aueHb.
— Recall — 3gaTHicTh MOJIEN1 3HANTH BC1 pealibHI MiKCeli 00’ eKTa.
— Accuracy — 3arajibHa TOYHICTh KJIacu(iKaIii mKCemiB.

[li MeTpuKU HO3BOJSIOTH KOPUCTYBauy MHUTTEBO OI[IHUTH SIKICTh PE3YJbTaTiB Ta
MOPIBHATH 11 3 €TAJIOHHUMH JTAHUMHU.
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MeTpukn cermeHTauyii
loU: 09118

Dice: 0.9539
Precision: 0.9127
Recall: 0.9989
Accuracy: 0.9986

Pucynok 3.19 — CKpiHIIOT CerMeHTallii MpT 3HIMKY IYXJIMHU MO3KY 3 METPUKAMHU

ITicig BMKOHAHHS YCHiIHHO'l' CGFMGHTaHﬁ, OTPUMAHC HAKIAJICHHA MACKH Ha

OpUT1HAJIbHE 300pa)K€HHsI MOKHA 30epertu y Oylb-sKy 3py4HY JUIsl KOpHUCTyBada

nupekTopito (puc. 3.20).

t? Yemix bt

Macky 36epexeHo:
C:/SegmantationApp/saved_masks/mrt2_saved_mask.png

Pucynoxk 3.20 — CKpiHIIIOT YCHINIHO 30€peKEeHOT HAKIIaIeHOT MacKu

JlemoHCTpaIlisi cerMeHTallii Ha TPhOX BHOIPKaX:

J171st OLIHKM poOOTH MOJIENIl B peaIbHUX yMOBaxX 0yJIO MPOBEIEHO CETMEHTALII0 TPhOX

TECTOBUX BUOIPOK:
1) MPT-3HimMKH rosioBU (MOEIH «mrty)
2) I'eo3HIMKH BOJOWM (MOJEIb «watery)

3) HopoXHE MOKPUTTSA 3 TpIITUHAMU (MO «cracky)
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VY koxuomy Bunaaky GUI BimoOpaskae pe3ysnbTar y TpboX opMarax:
— BXIiJHE 300pakeHHS,
— OlHapHa Macka cerMeHTallii,
— HaKJIaJICHHS MacK{ Ha 300paKCHHS.

BizyanpHi npukiIagu CerMEeHTOBaHUX BHUOIPOK IMOJIaHO Ha pucyHkKax (puc. 3.21 —

3.23).

CermenTartiis MPT-3HIMKIB MO3KY

Merta mMojien1 — BIAOKPEMUTH MATOJOTIYHY TKaHUHY BiJl 3I0POBOI.
OcoOnuBoCTI:
— HU3bKUI KOHTPACT;
— CKJIQJ(HI TpaHUIll 00’ €KTa;
— BEJIMKI Bapiallli po3Mipy MyXJIUH.
Jns  mopem  «mrt» CErMEHTallsl MYXJIUMHU JEMOHCTPYE UITKE OKPECIICHHS
naTajgoriyHUX 00JIacTel.
Ha pucynky 3.21 MoxHa noGayuTu:
— 4YITKY (pOpMY CETMEHTOBAHO1 Iy XJIMHH,
— KOPEKTHE BIATBOPEHHS KOHTYPIB,
— BIJICYTHICTh HaKJIaJJaHHSI Ha 3JJ0pPOB1 00JaCTI MO3KY.
3a HasBHOCTI etasioHHOI Macku GUI aBroMatnyHo oOuucnroe MeTpuku. s mpt
3HIMKY ITyXJIMHU MO3KY MOJIEJIb «mrty» ToKa3aja Takl pe3ybTaTu:
— ToU=0.8356
— Dice=10.9105
— Precision = 0.9837
— Recall =0.8474

— Accuracy =0.9986
[{i moka3HUKM TiITBEP/KYIOTh BIAMOBIAHICTh SKOCTI CErMEHTAllll pe3yJbTaram,

OTPUMAaHUM Y TIPOIIECI TPEHYBaHHSI.
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3asantaxumn 306paxenna |  3anycrurk cermentauito 36epern|Mao(yJ BuitTn

MeTpuku cermeHTauii
loU: 0.8356

Dice: 0.9105
Precision: 0.9837
Recall: 0.8474
Accuracy: 0.9986

Pucynok 3.21 — CkpiHIIOT cerMenTaiii myxiauau Mo3ky y GUI

CermenTallis BOJIOMM Ha re03HIMKax
Ilpyra TecroBa BUOIpKa — CYIyTHHUKOBI 3HIMKH MICIIEBOCTI. MoJeinb 03BOJISIE
BIJIOKPEMJIIOBATH P1UKH, 03€pa Ta BOAOCXOBUIIA B1Jl POCIIMHHOCTI, IPYHTY a00 MICBKHX
CTPYKTYP.
Oco0mmBOCTI 3a7aui:
— HEOJHOPIJIHI TEKCTYPH TEPUTOPIil;
— Bapiallii KOJIbOpy BOJIH;
— HAasBHICTb TIHEW Ta IIyMiB.
Mopens «watery 1eMOHCTpY€E cTabUILHY pOOOTY HABITh 32 YMOB HAsIBHOCTI CKJIaJHUX
penbegHUX QopM, TIHEH Ta HEOTHOPITHUX TEKCTYP.
Ha pucyHky 3.22 neMOHCTpPY€EThCS NPUKIAL:
— BOJIOMMa KOPEKTHO BUJIICHA;
— JIpiOH1 apTedakTy BiJICYyTHI;
— MeXa BOJIOMMH BH3HAUYCHA JOCUTH TOYHO, TIOMIPH PO3MUTICTH KpaiB Ha 3HIMKY.
Metpuku It IpUKIIALy:
— ToU=0.8142
— Dice =0.8976
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— Precision = 0.9741
— Recall =0.8321
— Accuracy = 0.9548

L[G Y3roKy€ThCA 3 HiI[CYMKOBI/IMI/I MCTPHUKaMH MOI[eJ'Ii «watery, HAaBCACHUMHU Y

tabnuii 3.2, a Aesiki noka3Huku Taki Ak loU ta Dice HaBITh TpIllIKK Kparii.

3asanHTaxuTh 306paxeHHs l 3anycTuth cermenTauio I 36epert macky I Buitti |

MeTpuku cermeHTauii:
loU: 0.8142

Dice: 0.8976
Precision: 0.9741
Recall: 0.8321
Accuracy: 0.9548

Pucynok 3.22 — CKpIHIIOT cerMeHTaIlii BOJOMMHU Ha T€O3HIMKY

CerMeHTalis TPIUMH JOPOKHBOTO MOKPUTTS
CerMeHTalliss TPIIIUH € OJHIEI0 3 HAWCKIQIHIIIMX 3aJa4 JJISI MOJEIeH cerMeHTallli
yepes:
— HAJATOHKY CTPYKTYpY 00’€KTa,
— BHUCOKHUH PIBEHb LIYMY,
— HEWUMOBIPHO MaJy IJIOILY KJacy TPIIIMHU BIJHOCHO ()OHOBOTO 300paKEHHS.
Ha pucynky 3.23 HaBeJieHO NPUKIIAJ POOOTH MOJEN1 «cracky:
— TPIIUHU KOPEKTHO BUSBIICHI Y3JIOBXK YCI€l JOBKUHM,
— MOJEJb BUJJISIE€ HABITh AY’KE€ TOHKI CETMEHTH,
— YaCTKOBO JIOMYCKA€ThCA HEPIBHOMIPHICTh KOHTYPIB, IO € TUIIOBUM JJIsl IILOTO
KJIacy 3ajad.

MeTtpuku AJis1 IbOTO 300paKEHHS:
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— IoU = 0.6463

— Dice =0.7851

— Precision = 0.7565
— Recall =0.8160

— Accuracy = 0.9944
Xova Accuracy 3amumaetrbcsi BHCOKOrO, loU Ta Dice € OumbIn Mmoka3oBUMHU 1
B1JI00pa)KaroTh peajbHy TOYHICTh CETMEHTAallli TOHKHX CTPYKTYP.

3asanTaxuTi 306paxeHH | 3anycTuTi cerMeHTauio I 36eperti Macxyl va“lmJ

MeTpuku cermeHTauii:
loU: 0.6463

Dice: 0.7851
Precision: 0.7565
Recall: 0.8160
Accuracy: 0.9944

Pucynok 3.23 — CKpiHIIOT CErMeHTalli] TPILKH JOPOKHBOTO MOKPUTTS

3a pe3ynbTaTaMu TeCTyBaHHS y rpadidyHoMy iHTepdeiici MOXkHa 3poOUTH TaKi
BHCHOBKU:

1) Po3pobiena cuctema 3abe3nedye moBHUM LUK POOOTH — BiJ HABYAHHS MOJIET1
1o 1i Bukopuctanus B GUI.

2) Mopeni, HaBUEHI1 Ha PI3HUX JaTaceTax, AeMOHCTPYIOTh CTaOUIbHY Ta HaAllHYy
po0OOTY y MeXKax CBOiX JOMEHIB.

3) HaiiBumry TOYHICTH MOKa3aja MOJAENb «mrty, 10 MOB’SI3aHO 3 OJHOPITHICTIO
JTAaHUX Ta YITKICTIO KOHTYPIB.

4) Mopenb «water» KOPEKTHO MPALIOE 3 CYIyTHUKOBUMHU 3HIMKaMU, IONPH iXHIO

HEOJHOPIAHICTH Ta Iy M.
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5) Moguenb «crack» yCHIIIHO CETMEHTYE TPIIIMHU, HABITH MOMPHU CKIIAJIHICTh
CTPYKTYpH I[bOTO KJIaCy.
6) I'padiunmii  inTepdeiic 3abe3nmedye 3pYyUHICTh aHai3y, Bi3yali3allito
PE3yNIbTATIB Ta aBTOMATHYHHUIA PO3PAaXyYHOK OCHOBHUX METPHK.
Takum yuHOM, pO3pOOJIEHUH 3aCTOCYHOK MiATBEPAUB CBOIO €(PEKTUBHICTH I 3a7a4
CerMeHTallll PI3HUX THUIIB 300pakeHb Ta MOXKEe OYTH aJanTOBAaHUM I IIMPIIOTO

CIICKTpPAa IIPAaKTUYHUX 34CTOCYBAHb.

Bucnosxu 3a po3zoinom

Y 1mpomy po3aun  OyJi0 TOBHICTIO peaji3oBaHO, CTPYKTypOBAaHO Ta
€KCIIEPUMEHTAJIbHO JOCTIIPKEHO MPOTPaMHY CUCTEMY CErMeHTalii 300pakeHb Ha
ocHOBI T10puaHOi apxitektypu U-Net + Transformer, po3po0iieHy 3a MOAYyJIbHUM
npuHIunoMm. CTBopeHa cucteMa 00’ €IHy€ CydacH1 MiX01 TITMOMHHOTO HABYaHHS Ta
3a0e3medye MOKJIMBICTh SK HaBYaHHS MOJEICH Ha HOBUX JaraceTax, Tak 1
IHTEPaKTHUBHOI cerMeHTallli B rpagiyHOMYy 1HTEepdeicCi.
VY nporieci po6oTH po3poOIICHO Ta MPOTECTOBAHO TaKi KIFOUOB1 KOMITIOHEHTH:

— CTBOPEHO MOJYJIbHY CTPYKTYPY 3aCTOCYHKY, III0 BKJIFOYAE€ OKPEM1 MOMYI1 JIJIst
KoH(irypairii, Monemni, aaracery, GyHKIIA BTpaT, TPEHYBAJIBHOTO KOHTYPY,
iH(pepency Ta GUI,

— peanizoBaHO TIOPUAHY MOJIENb CETMEHTAIlll 3 BUKOPHUCTAHHSIM 3TOPTKOBUX
omokie U-Net 1 TpanchopmepHoro OJOKy caMoOyBard, Imo 3abesrneuye
MOETHAHHS JIOKAJIBHUX 1 II100aJTbHUX O3HAK;

— PpO3po0JICHO KOHCONIBHUN MEXaHI3M HaBYaHHS 3 aBTOMATHYHHM 30€pEKESHHIM
HalKpaloi Mozenl, ToOyA0BOIO rpadikiB METPUK Ta POPMYBAHHSIM TEKCTOBOIO
KypHaITy HABYaHHS;

— cTBOpeHo rpadiunuil iHTepdeiic cermenTarii Ha 6a3i Tkinter, sskuii qae 3Mory
3aBaHTaXyBaTH 300pa)K€HHs, BUKOHYBAaTH 1H(]epeHc, MmeperisgaTd MacKy Ta

HaKJIQJICHHS, OIIIHIOBATH METPUKH Ta 30epiraTH pe3yJIbTaTu;
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— TMPOBEJEHO EKCIEPUMEHTAJbHI JOCTIKEHHS Ha TPbOX PI3HUX JaTaceTax:
MenuuHi  MPT-3HIMKH, CYNOyTHUKOBI T'€03HIMKH BOJIOMM, 300pa)Ke€HHs
JOPOKHBOTO TIOKPUTTS 3 TPIITUHAMHU.

AHaJli3 HaBYaHHS IMOKa3aB, [0 MOJIENIb JIEMOHCTPY€E CTaOUIbHY 301KHICTb, IJIABHE
3MEHIIeHHs (YHKIIi BTpaT Ta 3pOCTaHHS METpUK siKocTi. Halikpami pe3ynbratu
orpumano Ha menuyHuX nanux (IoU = 0.82, Dice = 0.89), 1e KOHTYpH 00’ €KTIB € YITKO
CTPYKTypOBaHUMHU. JlaTaceT TpilllMH, BIAMNOBIIHO 10 CBOEI MPUPOJIU, TTOKA3aB HIKYI
IoU Ta Dice 4yepe3 HaaATOHKY TreOMETpit0 00’€KTa, 10 € TUIIOBUM JJIsi TaKUX 3ajad.
['e03HIMKH POIEMOHCTPYBAIM CEPEAHIO TOUHICTh YePe3 HEOIHOPIAHICTh CIICHH.
Pesynbratu gemoHcTpartii y rpadgiquHoMy iHTepdeici marBepuin KOPEKTHICTb
peanizailii iHQepeHcy: MoJieNb CTa0IbHO BUILISE 00 €KTH HA 300pa)KEHHSIX PI3HOTO
THITY, IO CBIYUTH IIPO 11 yHIBEpCaNbHICTE. [HTEpdeiic 3abe3neuye IHTYiTUBHY pOOOTY
KOPUCTYBaua — BIJl 3aBAHTAKECHHSI 300pa)KeHHs 10 OTpUMaHHs (piHATBHOI MACKHU Ta
METPHUK OI[IHKA TOYHOCTI.
Cucrema miITBepAMIIA:

— edextuBHIcTh MoegHaHHI CNN 1 Transformer-6J10kiB y 3aauax cerMeHTallii;

— 3JaTHICTh MOJIETI y3araJibHIOBAaTH JaHi pi3HOT MPUPOIU Ta CTPYKTYPH;

— TMPaKTUYHY 3aCTOCOBHICTH CTBOPEHOT'O IMPOTPAMHOTO KOMILJIEKCY B PI3HUX
rajmy3sx: MEIWIMHI, JeTeKIli BOJOWM Ha T'e03HIMKaxX, KOHTPOJII
1H(PaACTPYKTYpH TOLIO;

— 3PYYHICTh MOAYJIBHOI apXITEKTYPH JIJISl TTOIATBIIIOTO PO3ITUPEHHS.
Po3po6nenuii mporpaMHHM TPOTOTHUII MOXE OYTH OCHOBOK IS MaiOyTHIX
MOKpAIICHb, TAKUX K OaraToKjJacoBa CETMEHTAIlis, HAIMIBABTOMAaTHYHE aHOTYBaHHS,
BUKOpHUCTaHHA ObIiX Mozenen Transformer abo iHTerpartis 3 BeO-iHTepdeiicamu.
TakuM 4YUHOM, CTBOpPEHA CHCTEMa € MOBHOI[IHHUM Ta THYYKUM 1HCTPYMEHTOM ISt
3aJlay CerMeHTallii 300pakeHb, 10 MOEAHYE TEOPETUUYHY OOIPYHTOBAHICTH, BUCOKY

TOYHICTh Ta MPAKTUYHY 3PYYHICTh BUKOPUCTAHHS.
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BUCHOBKHA

Y pe3ynbTaTi BUKOHAHHS MaricTepchkoi KBaiikariiiHoi poOOTH Ha Temy
«Po3pobka 1HpopMaIiitHOT CHCTeMH JIJI1 CerMEHTaIlli 300pakeHb 13 BUKOPUCTAHHSIM
METO/IIB IITY4YHOTO 1HTEJEKTY» OyJI0 BUPIIIEHO KOMILIEKC HAYKOBUX, TECOPETHUHUX 1
MPaKTUYHUX 3aBJaHb, CIPSIMOBAHUX HA CTBOPEHHSI €(PEKTUBHOIO IHCTPYMEHTY JIs
aBTOMAaTH30BaHOI 0OPOOKH Bi3yaslbHOI 1H(hOpMAITii.

[IpoBenene mocmipKeHHs MOKa3aio, M0 CErMEHTallisl 300pakeHb € OJHUM 13
KJIIOYOBHX HANpsAMIB Cy4aCHOIO KOMII FOTEPHOTO 30pYy, KU 3a0e31euye MOKIIMBICTD
BUJIIJIEHHSI CYTTEBUX OO0’ €KTIB 1 CTPYKTYp Ha 300paxeHHI. Bix SKOCTI BUKOHaHHSA
LbOTO €TaIly 3aJIEKUTh TOYHICTh MOAAIBIIMX ONEPALii po3Mi3HaBaHHs, Kiacudikali
YY MPOTHO3YBAHHS. AKTYaJIbHICTh POOOTH MIATBEPIKYETHCS 3POCTaHHSIM OOCATIB
HU(POBUX JaHUX, HEOOXIAHICTIO MIBHIKOI OOPOOKHM BEMKHX MAacuBIB iH(opMalii Ta
BIIPOBA/DKCHHSIM  IHTEJNEKTYaJbHUX CHCTEM Yy MEIULUHI, TpPaHCIOPTI, Ta
reoiH(pOpMaLIITHUX TEXHOJIOTISX.

VY nepuiomMy po3aiii IpOBEACHO AETAIBHUIN aHalll3 Cy4acHOro CTaHy MpoOieMu
CerMeHTarlii 300pakeHb. PO3TIIsSIHYyTO OCHOBHI MiIXOAU — KJAcU4yHl (MTOPOTOBI,
KOHTYPHI, KJIJaCTepHU3alliiiHi) Ta cy4yacHi (rOoKI HEHPOHHI Mepexi, TpaHC(HOpMEpHI
apxiTekTypu). Bu3HaueHo, 10 TpaauiiiHi MeTonu, 30kpema anroputMm OTcCy,
oneparopu Colesi Ta METOIU KIIacTepu3allii, 3aUIIaloTbCs €PEeKTUBHIUMHU JIUIIE JJIS
3a/1ad 13 MPOCTOI0 CTPYKTYpOr 300paxkeHHs. OJHAK BOHU JEMOHCTPYIOTh HHU3bKY
TOYHICTh TPU HASBHOCTI MIyMiB, TiHEH ab0 po3MUTUX Mex. MeTtonu riarnOOKOro
HAaBYaHHS, HAaBMaKW, 3a0€3Me4yl0Th BHCOKY CTIMKICTh N0 TakuxX (PaxkTopis,
JO3BOJISIIOYM  locsiraTh  TOYHOCTI cerMeHTauli moHax 90 %. OcoOnuBy yBary
npuaiieHo apxitektypam U-Net, DeepLab, ResNet, Vision Transformer (ViT) Ta Swin
Transformer, siki cTaJli OCHOBOIO CyYaCHUX CUCTEM CErMeHTallil.

Kpim Toro, y mepmomy po3aii Oyjio MpoaHali30BaHO HAyKOBI JpKeperna,
MATEeHTH Ta BITYU3HSHI JOCIHIKEHHS, 10 MATBEPKYIOTh TEHICHITIIO0 10 1HTeTpari
CNN 1 tpanchopmepHux niaxoaiB. Ha ocHOBI LIbOro 0OIPYHTOBAHO BUOIp HANpPSAMY

JOCITIIKEHHsT — cTBopeHHs Ti0puaHoi mozaeni U-Net + Transformer, sika moemnye
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JIOKaNbHY YYTJIMBICTH 3TOPTKOBUX MeEpEX 13 TIOOATbHUM KOHTEKCTOM, IO
3a0€3Meuy€eThCS MEXaHI3MOM CaMOYyBarH.

Y nmpyromy po3auti po3poOJieHO MaTeMaTH4YHy Ta ajdTOPUTMIYHY MOJIEh
mpoiuiecy cerMeHrtaunii Ta TiOpuaHoi apxitektypu U-Net + Transformer.
Martematnune (QopMyrOBaHHS JO3BOJIMJIO OMHCATH TMPOIEC CEerMEHTaIlli sk
CTOXAaCTHUYHY CHUCTEMY 3 OI[IHKOIO MOXHUOKH Ta BpaxyBaHHSIM IapaMeTpiB ONTHUMI3aIlii.
Ha it ocHOB1 moOy10BaHO apXiTEKTYpHY MOJIEIb rOpUAHOT HEHPOHHOT MEPEeXKI, sIKa
CKIIAJAEThCs 3 TPhOX OCHOBHMX YacThH: Encoder, Transformer Block Ta Decoder.

VY migposzaim 2.3 O6yn0 po3po0JeHO alrOpUTMIYHY MOJIENh, o (popmarizye
MPOIIEC CErMEHTAIlll Y BUTJISI/II TTOCJIIOBHOCTI il — BiJ MIATOTOBKHK Ta HOpMai3allii
nanux g0 obumcieHHs Mmerpuk TouHocti (IoU, Dice, Precision, Recall, Accuracy).
[IpoBemeHO aHAITHYHY OIIHKY aJeKBAaTHOCTI MOJIEIN, sKa TOKa3ajga IOTEHIIMHE
M1JIBUIIICHHS TOKa3HUKIB TOUHOCTI Ha 5—10 % mopiBHAHO 3 6a30BOI0 apXiTeKTyporo U-
Net.

VY TperboMy po3aiTi 3A1HCHEHO MPOrpaMHy peaizalliio po3po0aeHoi Mojaeni
3aco0amu Python 13 Bukopuctanusam 0i10miotek PyTorch, Torchvision, NumPy, Pillow
(PIL), Tkinter, Matplotlib, Ta time, os. CTBopeHO GYyHKIIOHATBHUN MPOTOTHUII
MOAYJBHOI 1H(OpPMAIIAHOT CHUCTEMU HJs CEerMEHTaulli 300pa)keHb, AKUH Mae
rpadiunmii iHTepdeiic KopucTyBaya.

[aTepdeiic 3a06e3neuye BUKOHAHHS OCHOBHUX (DYHKIIii:
— Hasuanns moneni Ha OyIb-sSKHX BUOIPKaxX 300pa’KeHHA-MACKa,;
— 30epexeHHs Hallkpaloi Mojeni 3a MeTpukoro loU.
— 3aBAaHTAXKEHHA BXIJHUX 300paxKeHb Pi3HUX (POPMATIB;
— 3aIlyCK IPOIIeCy CeTMEHTAIlli Ha OCHOB1 HAaBYEHO1 TOPUIHOT MOJIEI;
— BIZOOpaXEeHHS OPHUTIHAIBHOTO 300pa)XeHHS, MepeadadyeHoi Mackh Ta
pe3yabTaTy HaKJIaIaHHS,
— 30epekeHHs OTPUMaHUX Pe3yibTaTIB y 3aJaHy JUPEKTOPIIO.
byno peami3oBaHO KOAM OCHOBHUX apXITEKTYpHHX KOMIIOHEHTIB — OJIOKIB

KOIyBaHHsA, TpaHCchHOPMEPHOTO MIApy Ta AEKOoAepa 3 MexaH13MoM skip-3’eqHaHb.
9
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[IpoBeneHo HaB4YaHHS MOJIEJl Ha BUOIPII TPhOX PI3HUX TECTOBUX JATAacETIB 3
pi3HUMH THIaMHu 300pakeHb, a came MPT-3HIMKH TONOBH, CYIMyTHHKOBI 3HIMKH
BojioMM Ta Qororpadii AOpPOXKHIX TpimMH. BHKOHAHO eKcHepUMEHTaIbHE
JTOCITIDKEHHSI MpOrpaMu Ta OIlIHIOBaHHsS pe3yibTariB. Ha 1mux BubOipkax Mojeib
MPOJIEMOHCTPYBaJia BUCOKY SIKICTh CerMeHTallli. 30kpeMa, Ha MEANYHOMY J1aTaceTi
nocsirayTo 3HadeHb loU = 0.8228 ta Dice = 0.8915, laTtaceT TpilMH O4iKyBaHO JaB
Hux4i 3HaueHHs loU ta Dice, ockiibku 00’ €KT Ma€ ay»e TOHKY Ta CKJIaJHy T€OMETPII0
— II€ XapaKTepHO /IS MOAIOHMX 3a/1ad CerMeHTaIlli. Y BUIMAIKy T€03HIMKIB TOYHICTh
BUSIBUJIACS CEPEIHBOI0 Yepe3 BUPAKEHY PI3HOPITHICTH CTPYKTYypH 300paK€HHS Ta
CKJIaJIHICTh ()OHY.

Takum ynHOM, MOZIENb 3a0€31eUy€ BUCOKY Y3TO/KEHICTh MIXK Mepe10aueHUMHU
Ta ETAJIOHHUMU MacKkaMH, CTaOUIbHICTh JO IIyMIB 1 BIAMIHHY 3JaTHICTH JO
y3arajibHeHHS. AHai3 MOXMOOK II0Ka3aB, L0 OCHOBHI NMOMWIKM BHHHKAIOTh Y
JUISTHKAX 3 HU3bKUM KOHTPAcTOM a00 MEepeTHHOM OO0 €KTIB, IO € THUIOBUM JIf
OIBIIOCTI CErMEHTaliHUX Mojenel 1 Moxke OyTH MIHIMI30BaHO MOJAJBIIOIO
ONTHUMI3alI€0 MapaMeTpIB.

[IpakTuuHi pe3ynbTaTd JOBEIU TPANe3JaTHICTh 1 KOPEKTHICTh PO3po0IeHOT
cuctemMu. CTBOpPEHMI MpPOrpaMHUNA MPOIYKT MOXKe OyTH aJanTOBaHUW IO PIZHHUX
MPEAMETHUX Tally3ed — BiJI MEIUYHOI JIarHOCTUKH JI0 TPAHCIOPTHOTO KOHTPOIIIO
SAKOCT1 Ta reoiHGOpMaIITHOTO aHami3y. 3aBAsSKH MOAYJIBHIA apXiTEKTypl Mporpamy
MOXHa MaclmTaOdyBaru ab0 [OMOBHIOBATM HOBUMH (DYHKILIOHAJbHUMHU OJOKaMU
(HampuKIIan, aBTOMATHUYHUM AaHOTYBAaHHSM, PO3IIMPEHHSIM Ha 0araTOKJIacoBY
CErMEHTallll0, IHTerpalli€ro 3 0a3aMu TaHUX).

Otxe, y mpoleci BUKOHAHHSA KBam(iKaliitHOiI poOOTH MTOCSATHYTO TaKUX
OCHOBHUX PE3YJIbTaTIB:

1. TlpoanaynizoBaHO CydacHUM CTaH TMPOOJEMHU CerMeHTallli 300paxeHb 1

KJ1acu(pikoBaHO OCHOBHI METO/IH.

2. TloGynoBaHO MaTeMaTW4Hy MOJENb 3ajJadi, M0 BPaxOBY€ CTOXAaCTUYHUI

XapakTep BXIJHUX JAHUX Ta KOMOIHOBaHY (YHKII1IO BTpaT.
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3. Po3pobinieno apxitektypy ridbpuaHoi HeponHoi Mepexi U-Net + Transformer
Ta CTBOPEHO aJITOPUTMIYHY MOJIEh MPOIIECY CErMEHTAIlli.

4. Peani3oBaHO NMPOTrpaMHy cUCTEMY 3 rpadiuHuM iHTEpdercoM KOpUCTyBaya, sSiKa
3a0e3neuye TIOBHMM IIMKJ CEerMEeHTallli — B HaBYaHHSI MOAEI [0
3aBaHTAXEHHS JIaHUX Ta Bi3yaji3allii pe3yabTaTiB.

5. TIpoBeneHo ekcriepuMeHTaIbHI JOCIIKEHHS, 10 MATBEPANIA €PEKTUBHICTD 1
aJICKBAaTHICTh 3aIIPOIIOHOBAHOTO MiAXOMY.

6. OTpuMaHO NMPaKTUYHUI POTPAMHUI POAYKT, IKHI MOKE OYyTH BUKOPUCTAHHIA
sk 0a3oBa muargopma IS MOJATIBIINX JOCTIDKEHb ¥ cepl KOMIT IOTEPHOTO
30py.

VY3araapHIOIOYH pPe3yJbTaTH, MOXHA 3pOOWTH BHCHOBOK, IO IMOCTAaBJICHAa METa —
po3pobOKa 1H(pOpMaIiiHOT CUCTEMH JIJII CerMEHTaIlli 300pakeHb 13 BUKOPHUCTAHHIM
METO/IIB TJIMOOKOT0 HaBYaHHS — YCIIIIHO JOCATHYTa. Po3pobiieHa cucteMa noeHye
BUCOKY TOYHICTh, CTaOUIBHICTH Ta 3pPYYHICTh BHUKOPUCTAHHS, M0 JO3BOJIE
PEKOMEHTYBATH ii SIK TEPCIIEKTUBHUN THCTPYMEHT JJISl MPAKTUYHOTO 3aCTOCYBaHHS Y

PI3HHX TaTy3sX HAYKU 1 TEXHIKU.
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JOIATOK A
JlicTuHT KONy YCiX MOAYJ B iH(DOpPMAIIHOT CUCTEMU JJI CETMEHTAITli 300pakeHb

JlicThHT KOy MOIYJISl main.py

import tkinter as tk
from modules.train import main train and eval

from modules.gui import main guili demo

def main menu() :
root = tk.Tk{()
root.title ("U-Net + Transformer — Main Menu")
root.geometry ("400x220")
root.configure (bg="#ECECEC")

def run training():
root.destroy ()
main train and eval()
print ("\nHaBuaHHsg 3aBepumeHo. [[OBEPHIiTHCH OO MeHW, OO
zanycrurtm GUI.")

main menu ()

def run gui () :
root.destroy ()

main_ gui ()

tk.Label (root, text="Bubepite pexum podormu", font=("Arial",

14), bg="#ECECEC") .pack (pady=20)

tk.Button (root, text=" HaBumrTu momesnr", font=("Arial", 12),
width=22, command=run training) .pack (pady=10)

tk.Button (root, text=" Banycrutm cermenTauin", font=("Arial",
12), width=22, command=run gui) .pack (pady=10)

tk.Button (root, text="Buxin", font=("Arial", 11),
command=root.quit) .pack (pady=10)

root.mainloop ()



if name == " main ":

main menu ()

Jlictunr koxy Moayst config.py

import torch (CPU/CUDA)

CONFIG = {
"img size": (256, 256),

"batch size": 2,

"1r": le-4,

"num epochs": 25,

"device": "cuda" if torch.cuda.is available() else "cpu",
"dataset root": "./crack train",

"model save path": "./outputs/models/crack trainVl.pth",

"threshold": 0.5,

Jlictunr komy Moxayns dataset.py

import os
from PIL import Image

from torch.utils.data import Dataset

class SegmentationDataset (Dataset) :

def init (self, images dir, masks dir, transform=None,

mask transform=None) :
self.images dir = images_dir

self.masks dir = masks dir

imgs = [f for f in os.listdir (images dir)

if f.lower () .endswith(('.png',

'.Jpg',

'.Jpeg')) ]
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masks = [f for f in os.listdir (masks dir)

if f.lower () .endswith(('.png', '.jpg', '.Jjpeg'))]

img stems = {os.path.splitext(f) [0] for f in imgs}
mask stems = {os.path.splitext(f) [0] for f in masks}

common stems =

sorted(list (img stems.intersection(mask stems)))

os.path.

os.path.

def

def

self.images = []

self.masks = []

for stem in common stems:

img file = next(f for f in imgs if
splitext (f) [0] == stem)

mask file = next(f for f in masks if
splitext (f) [0] == stem)

self.images.append(img file)

self.masks.append (mask file)

self.transform = transform

self.mask transform = mask transform

len (self) :

return len(self.images)
__getitem (self, idx):
img path = os.path.join(self.images dir, self.images[idx])

mask path = os.path.join(self.masks dir, self.masks[idx])

img = Image.open(img path) .convert ("RGB")

mask = Image.open (mask path).convert ("L")

if self.transform:
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img = self.transform(img)

1f self.mask transform:

mask = self.mask transform(mask)

mask = (mask > 0.5).float ()

return img, mask, self.images[idx]

Jlictunar Koy Moaysst model.py

import torch
import torch.nn as nn

import torch.nn.functional as F

class EncoderBlock (nn.Module) :

def init (self, in ch, out ch, pool=True):
super (). 1init ()
self.convl = nn.Conv2d(in ch, out ch, kernel size=3,
padding=1)
self.bnl = nn.BatchNorm2d (out ch)
self.convZ = nn.Conv2d(out ch, out ch, kernel size=3,
padding=1)

self.bn2 = nn.BatchNorm2d (out ch)

self.pool = nn.MaxPool2d(2) if pool else None

def forward(self, Xx):

x = F.relu(self.bnl (self.convl (x)))
x = F.relu(self.bn2(self.conv2(x)))
p = self.pool(x) if self.pool is not None else x

return x, p
class DecoderBlock (nn.Module) :
def init (self, in ch, skip ch, out ch):

super () . _init ()

self.up = nn.ConvTransposeZd(in_ch, out ch, kernel size=2,
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stride=2)

self.convl = nn.ConvZd(out ch + skip ch, out ch,
kernel size=3, padding=1l)

self.bnl = nn.BatchNorm2d (out ch)

self.convZ2 = nn.Conv2d(out ch, out ch, kernel size=3,
padding=1)

self.bn2 = nn.BatchNorm2d (out ch)

def forward(self, x, skip):
x = self.up(x)
if x.shape[2:] != skip.shape[2:]:
skip = F.interpolate(skip, size=x.shapel[2:],

mode="'bilinear', align corners=False)

x = torch.cat([x, skip], dim=1)
x = F.relu(self.bnl (self.convl (x)))
x = F.relu(self.bn2(self.conv2(x)))

return x

class TransformerBlock (nn.Module) :
def  init (self, dim, num heads=4, mlp ratio=4.0,

dropout=0.0) :

super (). init ()

self.dim = dim

self.num heads = num heads

assert dim % num _heads == 0, "dim must be divisible by
num_heads"

self.attn = nn.MultiheadAttention (embed dim=dim,
num_heads=num_ heads, dropout=dropout)

self.norml = nn.LayerNorm(dim)

mlp hidden

int (dim * mlp ratio)

self.ff = nn.Sequential (
nn.Linear (dim, mlp hidden),
nn.GELU (),

nn.Linear (mlp hidden, dim)



self.norm?2 = nn.LayerNorm(dim)

def forward(self, Xx):

b, ¢, h, w = x.shape

x flat = x.flatten(2) .permute(2, 0, 1).contiguous ()
attn out, = self.attn(x flat, x flat, x flat)

x2 = self.norml (x flat + attn out)

ff out = self.ff(x2)
x3 = self.norm2 (x2 + ff out)
x out = x3.permute(l, 2, 0).view(b, c, h, w)

return x out

class UNetTransformer (nn.Module) :

def init (self, in channels=3, out channels=1,

base filters=32):

super (). 1init ()

self.encl = EncoderBlock(in channels, base filters,
pool=True) # 32

self.enc2 = EncoderBlock (base filters, base filters*2,
pool=True) # 64

self.enc3 = EncoderBlock(base filters*2, base filters*4,
pool=False) # 128

self.transformer = TransformerBlock (dim=base filters*4,

num_heads=4)

self.dec3 = DecoderBlock(in ch=base filters*4,
skip ch=base filters*2, out ch=base filters*2)

self.dec2 = DecoderBlock(in ch=base filters*2,
skip ch=base filters, out ch=base filters)

self.final = nn.Conv2d(base filters, out channels,

kernel size=1)

def forward(self, Xx):

sl, pl = self.encl (x)

78



s2, p2 = self.enc2(pl)
s3, p3 = self.enc3(p2)
t = self.transformer (s3)

d3 = self.dec3(t, s2)
d2 = self.dec2(d3, sl)
out = torch.sigmoid(self.final (d2))

return out

Jlictunar KOy MOIyIIsI losses.py

import torch.nn as nn

def dice coeff (pred, target, eps=le-8):

pred flat = pred.contiguous() .view(pred.size(0), -1)

target flat = target.contiguous () .view(target.size(0),

intersection = (pred flat * target flat).sum(dim=1)

union = pred flat.sum(dim=1) + target flat.sum(dim=1)

dice = (2.0 * intersection + eps) / (union + eps)

return dice.mean ()

class BCEDiceloss (nn.Module) :
def init (self, alpha=0.5):
super () . init ()
self.alpha = alpha
self.bce = nn.BCELoss ()

def forward(self, pred, target):
bce loss = self.bce(pred, target)
dice loss = 1.0 - dice coeff (pred, target)
return self.alpha * bce loss + (1 - self.alpha)

dice loss

*
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Jlictunr koxy MoayJis utils.py

from PIL import Image

import numpy as np

import torch

from torchvision import transforms

from modules.config import CONFIG

preprocess = transforms.Compose ([
transforms.Resize (CONFIG["img size"]),
transforms.ToTensor (),
transforms.Normalize([0O.5, 0.5, 0.5], [0.5, 0.5, 0.51)
1)

mask preprocess = transforms.Compose ([
transforms.Resize (CONFIG["img size"]),

transforms.ToTensor ()

def load image tensor (path):
img = Image.open (path).convert ('RGB')
tensor = preprocess (img) .unsqueeze (0)

return tensor, img

def infer image (model, path, device, threshold=0.5):
model.eval ()
tensor, pil = load image tensor (path)
tensor = tensor.to(device)
with torch.no grad():
pred = model (tensor)
pred np = pred.squeeze () .cpu() .numpy ()
mask = (pred np >= threshold) .astype(np.uint8) * 255
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mask img = Image.fromarray (mask).convert('L').resize(pil.size)



def evaluate single image (pred mask, true mask, threshold=0.5):
pred bin = (pred mask >= threshold) .astype (np.uint8)
true bin = (true mask > 0.5) .astype(np.uint8)
TP = np.logical and(pred bin == 1, true bin == 1) .sum()
FP = np.logical and(pred bin == 1, true bin == 0) .sum()
FN = np.logical and(pred bin == 0, true bin == 1) .sum()
TN = np.logical and(pred bin == 0, true bin == 0) .sum()
IoU = TP / (TP + FP + FN + le-8)
Dice = 2 * TP / (2 * TP + FP + FN + 1le-8)
Precision = TP / (TP + FP + le-8)
Recall = TP / (TP + FN + 1le-8)
Accuracy = (TP + TN) / (TP + TN + FP + FN + 1le-8)
return {"IoU": IoU, "Dice": Dice, "Precision": Precision,
"Recall": Recall, "Accuracy": Accuracy}

mask resized = mask img.resize(pil.size)

mask rgba = mask resized.convert ('RGBA")

overlay = pil.convert ('RGBA")

blended Image.blend(overlay, mask rgba, alpha=0.4)

return pil, mask img, blended

JlictuHr KOy MOy train.py
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impo
impo
impo
impo
impo
from
from
from
from
from

from

def

devi

def

rt os

rt time

rt numpy as np

rt matplotlib.pyplot as plt

rt torch

torch.utils.data import Dataloader
modules.config import CONFIG
modules.dataset import SegmentationDataset
modules.model import UNetTransformer
modules.losses import BCEDicelLoss

torchvision import transforms

train one epoch (model, dataloader, optimizer, criterion,
ce):
model.train ()
total loss = 0.0
for imgs, masks,  in dataloader:
imgs = imgs.to(device, non blocking=True)
masks = masks.to(device, non blocking=True)
preds = model (imgs)
loss = criterion(preds, masks)
optimizer.zero grad()
loss.backward ()
optimizer.step()
total loss += loss.item() * imgs.size (0)

return total loss / len (dataloader.dataset)

evaluate model (model, dataloader, device, threshold=0.5):
model.eval ()
metrics = {"IoU": [], "Dice": [], "Precision": [], "Recall":
"Accuracy": []}
with torch.no grad():

for imgs, masks,  in dataloader:

imgs = imgs.to(device, non blocking=True)
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masks = masks.to(device, non blocking=True)

preds model (imgs)
bin preds = (preds >= threshold) .float ()

for p, t in zip(bin preds, masks):

p = p.cpu().numpy () .astype (np.uint8) .squeeze ()
t = t.cpu() .numpy () .astype (np.uint8) .squeeze ()
TP = np.logical and(p == 1, t == 1) .sum()
FP = np.logical and(p == 1, t == 0) .sum()
FN = np.logical and(p == 0, t == 1) .sum()
TN = np.logical and(p == 0, t == 0).sum()

IoU = TP / (TP + FP + FN + le-8)

Dice = 2 * TP / (2 * TP + FP + FN + 1e-8)
Precision = TP / (TP + FP + le-8)

Recall = TP / (TP + FN + 1le-8)

Acc = (TP + TN) / (TP + TN + FP 4+ FN + 1le-8)

metrics["IoU"] .append (IoU)

metrics["Dice"].append(Dice)
metrics["Precision"] .append (Precision)
metrics["Recall"].append(Recall)

metrics["Accuracy"] .append (Acc)
avg = {k: float(np.mean(v)) 1if len(v) > 0 else 0.0 for k, v in
metrics.items () }

return avg

def main train and eval():
device = CONFIG["device"]

print ("Device:", device)

output dir = "outputs"

plots dir = os.path.join(output dir, "plots")

metrics dir = os.path.join(output dir, "metrics")

models dir = os.path.join(output dir, "models") # HoBa namnka

OJjisg MomeJiem

os.makedirs (output dir, exist ok=True)



os.makedirs (plots dir, exist ok=True)
os.makedirs (metrics dir, exist ok=True)

os.makedirs (models dir, exist ok=True)

model name = input ("BBemiTe iM'A mjid HOBOL Momesli (6e3
posumpeHHa .pth): ")

model save path = os.path.join(models dir, model name +
".pth™)

print (f"Monmesns Oyme 30epexeHa y: {model save path}")

data root = CONFIG["dataset root"]
images dir = os.path.join(data root, "images")

masks dir = os.path.join(data root, "masks")

if not (os.path.isdir (images dir) and
os.path.isdir (masks dir)):
print ("Dataset not found. IIns TpeHyBaHHS NOTPi0OHI nankm
'images' 1 'masks' B", data root)

return

transform = transforms.Compose ([
transforms.Resize (CONFIG["img size"]),
transforms.ToTensor (),
transforms.Normalize ([0.5,0.5,0.5],[0.5,0.5,0.51])
1)
mask transform = transforms.Compose ([
transforms.Resize (CONFIG["img size"]),
transforms.ToTensor ()

1)

dataset = SegmentationDataset (images dir, masks dir,
transform=transform, mask transform=mask transform)

n = len(dataset)

print (f"Found {n} samples.")

split = int (0.8 * n)
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train ds, val ds = torch.utils.data.random split (dataset,
[split, n - split])
train loader = Dataloader (train ds,
batch size=CONFIG["batch size"], shuffle=True, pin memory=True)
val loader = DatalLoader (val ds,

batch size=CONFIG["batch size"], shuffle=False, pin memory=True)

model = UNetTransformer (in channels=3, out channels=1,

base filters=32).to(device)

criterion BCEDicelLoss (alpha=0.5) .to (device)

optimizer = torch.optim.Adam (model.parameters (),

1lr=CONFIG["1r"])

train losses = []
val ious = []
val dices = []

val accs = []

best val iou = 0.0

metrics log path = os.path.join(metrics dir,
f"metrics {model name}.txt")
with open(metrics log path, "w") as f:

f.write ("Epoch, TrainLoss, IoU,Dice,Accuracy, TimeSec\n")

for epoch in range(l, CONFIG["num epochs"] + 1):

start = time.time ()

train loss = train one epoch(model, train loader,
optimizer, criterion, device)
metrics = evaluate model (model, val loader, device,

threshold=CONFIG["threshold"])

val iou = metrics["IoU"]

val dice = metrics["Dice"]



val acc = metrics["Accuracy"]
end = time.time ()
epoch time = end - start

train losses.append(train loss)
val ious.append(val iou)
val dices.append(val dice)

val accs.append(val acc)

print (£" [Epoch {epoch}/{CONFIG['num epochs']}] "

f"TrainLoss={train loss:.4f} | IoU={val iou:

Dice={val dice:.4f} | Acc={val acc:.4f}

w

f"| Time={epoch time:.1f}s")

with open(metrics log path, "a")

as f:

.41}
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f.write(f"{epoch}, {train loss:.4f}, {val iou:.4f},{val dice:.4f}, {v

al acc:.4f}, {epoch time:.2f}\n")
if val iou > best val iou:
best val iou = val iou
torch.save (model.state dict(), model save path)
print (">>> Saved BEST model")
print ("\nTraining finished. Best IoU =", best val iou)

epochs = range(l, CONFIG["num epochs"] + 1)

plt.
plt.
plt.
plt.
plt.
plt.
plt.

figure(figsize=(7, 5))

plot (epochs, train losses, label="Train Loss")

title("Training Loss")
xlabel ("Epoch™)

ylabel ("Loss™")
grid(True)

legend ()
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plt.savefig(os.path.join(plots dir, f"loss {model name}.png"),
dpi=150)

plt.close ()

plt.figure(figsize=(7, 5))

plt.plot (epochs, val ious, label="Val IoU")

plt.title("Validation IoU")

plt.xlabel ("Epoch")

plt.ylabel ("IoU")

plt.grid(True)

plt.legend()

plt.savefig(os.path.join(plots dir, f"iou {model name}.png"),
dpi=150)

plt.close ()

plt.figure(figsize=(7, 5))

plt.plot (epochs, val dices, label="Val Dice")

plt.title("Validation Dice")

plt.xlabel ("Epoch")

plt.ylabel ("Dice™)

plt.grid (True)

plt.legend()

plt.savefig(os.path.join(plots dir, f"dice {model name}.png"),
dpi=150)

plt.close ()

plt.figure(figsize=(7, 5))

plt.plot (epochs, val accs, label="Accuracy")

plt.title("Validation Accuracy")

plt.xlabel ("Epoch™")

plt.ylabel ("Accuracy")

plt.grid(True)

plt.legend()

plt.savefig(os.path.join(plots dir,
f"accuracy {model name}.png"), dpi=150)



88

plt.close ()

print ("\nT'padiku zBepexeno y:", plots dir)

print ("Merpukn 30epexeHo y:", metrics log path)

print ("Momene 30epexeHo y:", model save path)

import os

JlicThHT KOy MOIYJISl gui.py

import tkinter as tk

from tkinter

import filedialog, messagebox

from PIL import ImageTk, Image

import numpy

import torch

from modules
from modules

from modules

as np

.config import CONFIG
.model import UNetTransformer

.utils import infer image, evaluate single image

class SegmentationApp:

def init (self, model, device):
self.model = model
self.device = device
self.root = tk.Tk()
self.root.title ("U-Net + Transformer — CermenTania")
self.root.geometry ("1150x720™)
self.root.configure (bg="#F5F5F5")

frame = tk.Frame(self.root, bg="#F5F5F5")

frame.pack (side=tk.TOP, pady=8)

tk.Button (frame, text="3aBaHTaxuTu 300paxeHHa",

command=self

.load image) .grid(row=0, column=0, padx=8)

tk.Button (frame, text="3anycTmuTm cerMeHTallin",



command=self.
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segment image) .grid(row=0, column=1, padx=8)

tk.Button (frame, text="30eperTtm Macky",

command=self.

save mask) .grid(row=0, column=2, padx=8)

tk.Button (frame, text="Bunrmu",

command=self.

self.
self.
self.
self.
height=360)
self.
self.
height=360)

self.

close) .grid(row=0, column=3, padx=8)

canvas_original = tk.Label (self.root, bg="#DDD")
canvas mask = tk.Label (self.root, bg="#DDD")
canvas_ result = tk.Label (self.root, bg="#DDD")

canvas_original.place (x=20, y=60, width=360,

canvas mask.place (x=395, y=60, width=360, height=360)

canvas_result.place(x=770, y=60, width=360,

metrics label = tk.Label (self.root, text="",

font=("Arial", 12), bg="#F5F5F5", justify="left")

self.

self.
bg="#F5F5F5")
self.

self.
self.
self.

metrics label.place (x=20, y=440)

status = tk.Label (self.root, text="T'ororo mo pobormu",

status.pack (side=tk.BOTTOM, pady=6)

img path None
mask img = None

true mask path = None

def close(self) :

self.

root.destroy ()

def load image (self):

path

= filedialog.askopenfilename (filetypes=/[ ("®anan

306paxens", "*.jpg *.png *.jpeg *.bmp")])

if not path:

return
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self.img path = path
dataset root = CONFIG["dataset root"]
mask name = os.path.splitext (os.path.basename (path)) [0] +
" .png"
self.true mask path = os.path.join(dataset root, "masks",

mask name)

pil = Image.open (path).convert ('RGB')

pil resized = pil.resize((360, 360))

self.tk original = ImageTk.PhotoImage (pil resized)

self.canvas original.config(image=self.tk original)

self.status.config(text=f"3aBaHTaxeHoO:
{os.path.basename (path) ")

self.metrics label.config(text="")

def segment image (self):
if self.img path is None:

messagebox.showwarning ("Yerara", "CrnouaTky 3aBaHTaxTe

300paxeHHa. ")

return

self.status.config(text="BukoHyeTbCa cerMeHTalisg...")

self.root.update ()

pil, mask, blended = infer image (self.model,

self.img path, self.device, threshold=CONFIG["threshold"])

mask resized = mask.resize ((360, 360))

blended resized = blended.resize ((360, 360))

self.tk mask =
ImageTk.PhotoImage (mask resized.convert('L'))

self.tk result = ImageTk.PhotoImage (blended resized)

self.canvas mask.config(image=self.tk mask)
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self.canvas result.config(image=self.tk result)

self.mask img = mask

1f self.true mask path and
os.path.exists (self.true mask path):
true mask =
Image.open (self.true mask path).convert('L')
true mask =
np.array(true mask.resize (CONFIG["img size"])) / 255.0
pred mask = np.array (mask.resize (CONFIG["img size"]))

/ 255.0

metrics = evaluate single image (pred mask, true mask)
metrics text = "\n".join([f"{k}: {v:.4f}" for k, v in
metrics.items () ])
self.metrics label.config(text="MeTpuxn
cermenTauii:\n" + metrics text)
else:
self.metrics label.config(text="CnpaBxHA MackKa He

3HaVIOeHa OJsd LUbOoTro 300paxeHHg.")

self.status.config(text="Tororo.")

def save mask(self):
if self.mask img is None:
messagebox.showinfo ("llomunka", "Hemae Macku s
30epexeHHg. ")

return

path =
filedialog.asksaveasfilename (defaultextension=".png")
if path:
self.mask img.save (path)

messagebox.showinfo ("Ycnix", f"Macky sbepexeHO:
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{path}")

def run(self):

self.root.mainloop ()

def main gui():

device = CONFIG["device"]

model = UNetTransformer (in channels=3, out channels=1,
base filters=32).to(device)

if os.path.exists (CONFIG["model save path"]):

model.load state dict (torch.load(CONFIG["model save path"],
map location=device))

print ("Loaded model from", CONFIG["model save path"])

else:

print ("Model weights not found — using random initialized
model.")
app = SegmentationApp (model, device)

app.run ()



