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Introduction

The development and implementation of multi-level automated control systems
at mining enterprises, which give the maximum economic effect, are possible only
with a systematic approach to solving automation problems, when the technologi-
cal process, equipment, raw materials and automation tools are considered at the
same time. Even with the well-known general laws of the technological process, the
conditions for its optimization are knowledge of the processed raw materials prop-
erties and the state of the technological equipment, on the one hand, and the use of
sophisticated integrated automation tools, on the other hand. The control system, the
selection of parameters and the control law are carried out based on a mathematical
model in which the known regularities of the technological process are laid. It is not
possible to create an effective control system for non-stationary technological pro-
cesses based on a constant (immutable) model because the actual characteristics of
the object are changing. Thus, effective control models should be sought in the direc-
tion of using a variable in the general case, a non-fixed model for a control system.
Such requirements are satisfied by adaptive systems (AS), characterized in that their
characteristics change (tuned) during operation. As a result, the performance of the
system improves. This allows the use of an adaptive system with incomplete a priori
information on external operating conditions; to produce the same adaptive systems
for operation in different conditions; use adaptive systems under changing external
conditions, which facilitates their operation.

One of the reasons for the non-stationary process of the iron ore beneficiation
process is the change in the quality of the processed material (the size of the pieces
of the original ore, the grindability, the hardness, the character of the useful compo-
nent inclusion, etc.). The heterogeneity of the qualitative composition of the enriched
raw material is to some extent also determined by current trends in the beneficiation
process, which imply ever-expanding deep processing of poor ores, which differ sig-
nificantly in geological and technological types. Another reason for the drift of the
static and dynamic characteristics of the process units is their physical ageing and
wear. The variations in the characteristics of the control object should be considered
when modelling and identifying them in order to form the effective automatic control
of ore beneficiation process.

Problem statement

Most of the control facilities at the processing plants have both dynamic and non-
linear properties. The identification of such objects often causes considerable difficul-
ties. Some methods of identification of nonlinear dynamic objects are considered in
the works [1-15; 26-31]. As the analysis of these works shows, a common technique
for identifying dynamic nonlinearity is the artificial separation of these two proper-
ties. An object is represented as a combination of non-linear static and linear dynamic
blocks. At the same time, N. Wiener suggested considering the serial connection in
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the order: dynamic block, followed by non-linearity [4—6;
14]. An alternative option is a nonlinear block, followed
by a dynamic one proposed by Hammerstein and was con-
sidered in [9; 13; 15;26-29].

However, in such a simple version, the Wiener and
Hammerstein models are used extremely rarely. In most
cases, the identification object is approximated by various
combinations of these simple models. At the same time,
studies have shown [9—13, 16, 30] that the best in terms
of simplicity-quality were parallel and recursively paral-
lel models. The study aims to analyze the possibility and
results of applying these models to identify the main tech-
nological processes of beneficiation production: grinding,
classification, magnetic separation.

Review of the literature

An essential feature of parallel models with an unlimit-
ed number of parallel branches was emphasized in [9—13;
16; 29-31]. The use of this class of models eliminates the
solution of a very complex problem of choosing the struc-
ture of the model. The fact is that when using simple mod-
els with a limited number of blocks, it is crucial to choose
the model structure or the optimal combination in which
these blocks are connected. When using parallel branches,
the state changes, the structure of the model ceases to play
such an important role. For the vast majority of real ob-
jects, both the parallel Hammerstein model and the Wiener
parallel model have approximately the same convergence.

The question of choosing the structure of a parallel model
is no longer determined by the accuracy of the model, but
by the possibilities of effective identification of its param-
eters. In this regard, the parallel Hammerstein model is more
profitable, since one-dimensional orthogonal identification
algorithms are possible for it [1-3], which do not impose
any severe restrictions on the type of input test actions. One-
dimensional algorithms for identifying the parameters of the
parallel Wiener model are not orthogonal [17-20; 31]. Or-
thogonal algorithms for Wiener models [21-23] are multidi-
mensional and require significant computational resources. In
principle, it is possible to use not only parallel models but also
sequential models containing many series-connected simple
Hammerstein or Wiener models. However, this approach is
not used in practice since it turned out to be difficult to for-
malize and is associated with simulation modelling, which
requires significant computational resources [23].

Thus, at the moment, there are several general classes
of nonlinear dynamic models for describing real identifi-
cation objects. The choice of the most suitable class of the
model is determined by the intuition of the researcher and
the capabilities of the corresponding identification algo-
rithms developed for a specific class of models, the type
of input signals, the calculation time. From the considered
models of nonlinear dynamic objects, models of the Ham-
merstein class are convenient for rapid identification. Let’s
analyze the possibility of using the Hammerstein model to
identify the beneficiation processes.
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Materials and methods

Many iron ore beneficiation processes have a feedback
model. Let’s consider the identification of such processes
by the parallel-recursive Hammerstein model [11].

—— co ', -

- _1.=1H| ( jin) =
- v jm) (e

( : ) A -—
e i isseeasEE e -
- ¥R f) e
I I B ———
e e - |

Fig.1. Recursive inclusion of the Hammerstein model in the
feedback branch

The parallel Hammerstein model, when it is recur-
sively included in the feedback circuit (Fig. 1) is generally
described by formula (1) [11]:

X(jw)=Y 1 (jo)-Y'(jo) , M
i=0
where the dynamic coefficients H (jw) can be any func-
tions of frequency.

The system of linear equations, whose solution will
allow us to obtain the coefficients of the model, will cor-
respond to the power sequence of functions (1). Given
the truncation of the series (1), we obtain formula (2):

yjo) Yw) ... 7o)
( (n

jw
Y(jw) YP(jo) ... Y(jw) < H(jo) = X(jo) )

iwe 1) .. 1"(o)

where X(jw) — is the column-matrix of input signals,
H(jw) — is the column-matrix of unknown coefficients,

Y"(jw) —1s the value of model responses in k-th degrees.

Each equation of the system (2) is based on its im-
plementation of the test impact and response. If random
test effects are used to determine unknown parameters, a
correlation analogue (2) should be used. The correlation
equation of identification is constructed by multiplying
(2) by Y*(~ jw) and then averaging. The final formula (3)
has the form:

oo

R o)=Y H(jo) R, (o), )
&, (jo) = ufx(jo)- Y- jo)},
where R, (jo)= Mr(o) YV jo)) )

ik

In order to determine the ranges of application of these

models for identifying technological objects of iron ore
beneficiation, it is necessary to conduct a model study:

1) to identify the influence of the control object char-
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acteristics on the value of the model coefficients and the
accuracy of identification;

2) to analyze the sensitivity of the model concerning
variations in the parameters of identified objects;

3) to establish the optimal number of approximating
orthogonal polynomials, since more and more computa-
tional power is required to calculate each subsequent poly-
nomial.

Experiments

Mathematical models of many apparatus of the iron ore
beneficiation processing line can be represented as simple
static and dynamic links and their combinations [24-25],
by formula (5) and (6):

nonlinear link:  y =4 Q*+b0+c, )
dy,,

o T =Y (t-7).
(6)

d

dynamic link:

These links correspond to the blocks of the Hammerstein
model. In formulas (5) and (6): a, b, ¢, d, — are the control
object parameters, O — is the input index, y — is the output
index. To study the effect of values of q, b, ¢, d, T parameters
on the coefficients of the Hammerstein orthogonal model
we will sequentially change the values of the parameters
by calculating the coefficients of the Hammerstein
orthogonal model

Rygyk (-]a))ngk (.]w) : Rgxigyk (.]CU) H

Ry, (j@)=M[Y(jw) G(v(- jw)]
R, , <3k (j a)) =M [Gi (X (j a))) -G (Y (_ J a)))l

where

The Legendre polynomials G (x) are equal to [25]:

G(x)=x'=1; G,(x) =x'; G,(x) = (1/2)- 3>~ 1);
G,(x) = (1/2)(5x* = 3x"); G,(x) = (1/8)(35x*— 30x>+ 3).

The ranges of changes in the link coefficients will
be taken according to the results of studies [25]. Let’s
determine in advance the size of the statistical sample of
the generated input variables. The results of simulations
and the comparison of model relative errors for three
variants of sample: 20, 50 and 100 elements are shown
in Fig. 2. For samples of 50 and 100 elements, the errors
differ insignificantly. In both cases, the maximum error
practically coincides; therefore, samples of 50 elements
were further used. To assess the influence of the number of
orthogonal polynomials on the results of orthogonalization,
the dependences of the Hammerstein model coefficients
on the number of polynomials were built when the values
of the input index changed over a significant range (100%
change). The graphs of the obtained dependencies are
shown in Fig.3.
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Fig. 2. The relative error of the model for different sample
sizes:1 — 20 elements; 2 — 50 elements; 3 — 100 elements

The results obtained indicate that the coefficients H, and
H, practically do not respond to changes in the state of the
identification object. Therefore, an additional study was
conducted in order to determine the minimum number of
coefficients of the orthogonal model needed to describe the
object adequately.
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Fig. 3. The dependence of the model coefficients on the number
of polynomials for values of Q:1—Q = 0.4, 2— Q0 = 0.5;
3-0=06;,4-0=07,5-0=0.8

For this purpose, the simulation results and real statistics
for grinding and classification processes were compared.
The simulation was carried out by several orthogonal
models that differ in the number of approximating
polynomials, i.e., in the number of model coefficients.
The number of polynomials varied from 2 to 6, while the
error of the model was determined as the relative mean-
square difference between the initial indicators obtained
as a result of modelling and real data. The results of the
calculations are presented in Fig. 4 and demonstrate that
the relative error for models with three polynomials and
more differs slightly: for example, for k=3 and k = 6, the
difference is less than 0.002.
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Fig. 4. The dependence of model error on the number
of orthogonal polynomials

However, increasing the number of polynomials re-
quires additional calculations. Therefore, models with
three polynomials were used for further studies. To deter-
mine the effect of coefficients a, b, ¢, d, t on orthogonal-
ization coefficients, the corresponding dependencies are
constructed (Fig.5, Fig. 6, Fig. 7, Fig. &, Fig 9).

According to the graphs, the coefficient /, is indepen-
dent of the parameters. It is determined only by the type
of orthogonal polynomial, and the proposed procedure can
determine the rest of the coefficients for all considered pa-
rameter ranges. That is, almost all the processes of iron
ore beneficiation can be identified using orthogonal paral-
lel Hammerstein models.

Fig. 5. The dependence of model coefficients
on the parameter a: 1 — H (a); 2—H, (a); 3—H,(a)
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Fig. 6. The dependence of model coefficients
on the parameter b: 1 —H (b); 2—H, (b); 3—H,(b)
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Fig. 7. The dependence of model coefficients
on the parameter c: 1 —H (c); 2—H, (c); 3—H,(c)

Fig. 8. The dependence of model coefficients
on the parameter d: 1 —H (d); 2—H (d); 3—H,(d)
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Fig. 9. The dependence of model coefficients
on the parameter t. 1 - H, (1); 2—H, (v); 3-H, (1)

Let’s investigate the error of identification. To do this,
we determine the relative errors of the models depending
on each parameter of the identified link. Based on formu-

lasy =aQ*+bQ+c and d-dy, [dt+y, =y (t-7)
random values of input parameters from a given range are
generated. Since the equations for modelling are consistent
with the structure of the mill and the classifier models [25],
the value of the input parameter Q was generated using a
random number generator in the range close to the range
of change in the initial ore mill performance (Q=0.5+0.7
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according to the data [25] for the mill). By the model (5),
(6), the corresponding output indicators are calculated. To
determine the errore, another 50 input values are gener-
ated by which the coefficients of the orthogonal parallel-
recursive Hammerstein model are verified. As a result, the
errors of the model coefficients are obtained when each of
the coefficients of the equations (5) (6) is changed. Fig.10,
Fig. 11, Fig. 12, Fig. 13, Fig. 14 demonstrate the influ-
ence of coefficients a, b, ¢, d, T on the model error ¢. In all
cases, the smallest errors near the values that correspond
to the real parameters of the object are observed. In order
to determine the sensitivity of the orthogonal model con-
cerning changes in each of the parameters a, b, ¢, d, T of
the identification object, the following studies were con-
ducted. Each of a, b, c, d, 7 received consecutive gains of
1%, 10% and 100% of its nominal value, corresponding to
research [25].
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Fig. 10. The dependence of the identification error for the
model coefficients on the parameter a:
1 — coefficient error H,; 2 — coefficient error H,; 3 — coefficient
error H,
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Fig. 11. The dependence of the identification error for the
model coefficients on the parameter b:
I — coefficient error H ; 2 — coefficient error H ;
3 — coefficient errvor H,
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Fig. 12. The dependence of the identification error for the
model coefficients on the parameter c:
1 — coefficient error H,; 2 — coefficient error H ;
3 — coefficient error H,
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Fig. 13. The dependence of the identification error for the
model coefficients on the parameter d:
1 — coefficient error H ” 2 — coefficient error H ;
3 — coefficient error H,
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Fig. 14. The dependence of the identification error for the
model coefficients on the parameter t:
1 — coefficient error H; 2 — coefficient error H ;
3 — coefficient errvor H,

In this case, the corresponding relative change
(sensitivity) of each of the model coefficients was
determined:

§= |Hin _Hch
H,

m

Where H, — is the value of the model coefficient at
the initial parameter value, //—is the value of the model
coefficient when the parameter value is changed by 1%,
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10%, and 100% from the initial value. Sensitivity is
considered satisfactory if a change in the parameter of the
object by 1% causes a change in the coefficients of the
model by 2%.

Results

The results of the study are presented in Fig. 15, Fig.
16, Fig. 17, Fig. 18, Fig. 19. According to the obtained
relations, the coefficients of the model are characterized
by good sensitivity: when changing the parameters of the
control object by 1%, the relative change in the coefficients
is in the range from 4% to 20%.
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Fig. 15. The dependence of the sensitivity of the model
coefficients on the change of parameter a:
I — coefficient sensitivity H,; 2 — coefficient sensitivity H ;
3 — coefficient sensitivity H,
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Fig. 16. The dependence of the sensitivity of the model
coefficients on the change of parameter b:
1 — coefficient sensitivity H,; 2 — coefficient sensitivity H ;
3 — coefficient sensitivity H,
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Fig. 17. The dependence of the sensitivity of the model
coefficients on the change of parameter c:
I — coefficient sensitivity H,; 2 — coefficient sensitivity H ;
3 — coefficient sensitivity H,
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Fig. 18. The dependence of the sensitivity of the model
coefficients on the change of parameter c:
1 — coefficient sensitivity H, 2 — coefficient sensitivity H ;
3 — coefficient sensitivity H,
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Fig. 19. The dependence of the sensitivity of the model
coefficients on the change of parameter t:
I — coefficient sensitivity H,; 2 — coefficient sensitivity H ;
3 — coefficient sensitivity H,
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Discussion

Thus, identification using orthogonal parallel and
parallel-recursive Hammerstein models allows to account
for differences in the properties of identifiable objects
adequately and can be used for most fundamental processes
of iron ore beneficiation, with an optimal number of
orthogonal polynomials. As a result of the identification
based on the Hammerstein model of objects of the first
stage of iron ore magnetic separation, the adequacy of the
model is obtained, which corresponds to the coefficient
of determination R2 > 0.96. All results of the testing of
the developed identification algorithms show that the
subsystem ofidentification ofthe automated process control
systems of processing plants based on the Hammerstein
hybrid model allows to carry out satisfactory identification
of objects and, as a consequence, to improve the quality of
technological processes. Algorithms for the identification
of technological process objects have been implemented
at Kryvbas Mining and Processing Enterprises, which are
part of the Association “Ukrrudprom”, as well as several
other enterprises.

Conclusions

The scientific novelty is that for identification the

processes of magnetic beneficiation of iron ore by the
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Ienbro uccnenoBaHys SIBISETCS aHATU3 BO3MOXKHOCTU U
pe3yabTaToB IPUMEHEHHUS! OPTOTOHAJBHBIX MapalIeIbHBIX
1 MapaJuIeTbHO-PEKYPCUBHBIX Mojener ['amepmureiiHa ais
BBISIBJICHUSI OCHOBHBIX TEXHOJIOTHYECKHX IPOLECCOB 000-
TaleHUs: M3MENIBICHUS, KiIacCu(puKayuy, MarHUTHOHN cera-
panum.

C nenbio onpenesneHns 00IacTe MPUMEHEHHS STHX MO-
Jeneid Il MACHTU(HUKAUA TEXHOJOTMYECKUX OOBEKTOB
00O0TaIIeHNs >KeJIe3HOH PY/Ibl ONTPEAEICHO BIHSHUE XapaKTe-
PHUCTHK O0BEKTa YIPABICHHS Ha BENWINHY KO3 QUITHEHTOB
MOZETH W TOYHOCTH HJICHTU(HKAINH, YyBCTBHTEIHLHOCTD
MOZETH K BapHalusM, IPOAHAIN3UPOBAHBI IapaMETPEI
UAECHTH(OUIMPYEMBIX 00BEKTOB, YCTAaHOBICHO ONTUMAILHOE
KOJIMYECTBO ANMPOKCUMHUPYIOIIUX OPTOrOHATIBHBIX MHOIOY-
neHoB. TakuM 00pazoM, ASHTH(UKALS C UCTIOIb30BaHUEM
OPTOTOHAJIBHBIX NapauIeNbHBIX M HapauIeIbHO-PEKYPCHB-
HBIX Mozened 'amepiureiiHa MO3BOMNSIET aA€KBaTHO YUHTHI-
BaTh Pa3lIMyuMsl B CBOMCTBAX MACHTH(UIIMPYEMBIX OOBEKTOB
U MOXET HCIOJIb30BaThbCsl Al OONBIIMHCTBA (DyHIAMEH-
TAJIBHBIX MPOLECCOB 00OTAIICHHUS JKEJIE3HON PYIbI C ONTH-
MaJbHBIM KOTHYECTBOM OPTOrOHAIBHBIX MHOTOUIEHOB.

B pesynbrare maeHtndukanuu Ha ocHoBe Moznenu [a-
MepIITeiiHa 0OBEKTOB MEPBOM CTaAWM MAarHWTHOM cemapa-
LM JKEJIE3HON Pyl MOTyYeHa aJeKBaTHOCTh Mozenu. Bee
pe3yabTaThl TECTUPOBAHMS pa3paOOTaHHBIX aJITOPUTMOB
HUAEHTH(UKAINY TOKA3bIBAIOT, YTO IIOJCHCTEMA HACHTH(U-
karun ACY TII nepepabarbiBaromnx OpeInpusITuii Ha oc-
HOBE rHOpuaHON Monenu 'amMmepruTeiiHa MO3BOJSET MPO-
BOJWTH YIOBJIETBOPUTEIbHYIO HACHTH(OUKAINIO OOBEKTOB
1, KaK CIIEACTBHE, TOBBIIATH Ka4eCTBO TEXHOJIOTHMYECKHUX
nponeccoB. V3ydyenue BIusHUS KO3 QUIIEHTa pa3InIHbIX
THUITOBBIX 3BEHBEB Ha PE3YJIBTAaThl ACHTU(HUKAIINY C HCIIOJb-
30BaHHEM OPTOTOHAJBHBIX IAPAJUICIBHBIX U IapauIeIbHO-
PEeKypCHBHBIX Mopeneid 'amepmiTeiiHa mokasano, 4To 3TH
MOJIEJIH ITO3BOJISTIOT aJICKBATHO yYHTHIBATH Pa3JIMIMs B CBOM-
CTBaX UACHTU(HUINPYEMBIX OOBEKTOB.

Knrwouegwie cnosa: monens ['amepmurelina, naeHTHHHKA-
IIYsI, MATHUTHASL CeTIapaIiysl )KeJIe3HON pybl, OOBEKT yIpaB-
JICHUSI.
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