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Abstract. It was considered the problem of cluster analysis in condition of equivocation to forming automatic control process 

sorting large-size iron ore raw material with operating recognition of its separate pieces technological variety in stream on conveying belt. 
The most preferred algorithms are algorithms, which set quantity of clusters by themselves, or self-organization algorithms, one of which 
is Gustafson-Kessel’s algorithm. Evaluation test of clusterization was performed with using scalar measures of reliability. It was carried out 
the experimental researches of quality performance from cluster’s quantity for definitions technological variety of iron ore. According to 
our research the result was established, that the optimal clusters quantity, during identifying technological variety of iron ore raw materials, 
ore’s hematite variety in occurrence of Krivyi Rih, is 7. 
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Introduction. Necessity of decreasing 

prime cost and increasing of technical and 
economic indicators of dressing magnetic iron ore 
sets tasks of improving technologies and methods 
of control dressing as a whole and ore-preparation 
in particular. At this moment, native ore mining and 
processing enterprises refine on average 5-8 
technological ore variety with considerable 
distinction characteristic value in each [1, 2].  

In such conditions, one of the most 
perspective technological and economic industrial 
reserves is decreasing expenditure on 
transportation-mined rock and energy expenditure 
on refining separate technological ore variety, in 
particular appertain to «blast-furnace» ore, which 
after mining could be send to metallurgical 
treatment without refining on beneficiating plant.  

Despite on great quantity of accomplish 
works, the problem of forming enough effective 
automatic control of process preconcentration iron 
ore in conditions of underground mining and 
beneficiating plant not received sufficiently 
complete solutions. Consequently, the questions of 
automation process of control sorting cobbed ore 
material with subject to physics and mechanics 
properties technological ore variety still important, 
actual and demand conducting further 
investigation. 

It is reasonable to use the operation of 
clusterization to forming automatic process of 
control sorting large-size iron ore raw material, with 
operative recognition of its technological variety 

separate pieces in stream. Cluster-analysis or 
automatic classification were widely used in various 
branches, everywhere where are aggregate objects 
arbitrary character, which scribing in the vectors 
form x= {x1, x2, ..., xN}, which are necessary to be 
broken automatically into groups «similar» objects, 
called clusters.  

The majority of clusterization’s algorithms 
are not based on tradition for statistical methods 
conventions. They can be used in conditions almost 
full absence information about laws of data 
distribution. The clustering is carried out for objects 
with the quantitative, qualitative or mixed 
indications. 

There is a big amount of clusterization 
methods, which can be classified on clear and fuzzy. 
Clear methods of clusterization batter initial 
multiplicity of objects X on several non-crossing 
subset. At that any object from X belongs to only 
one cluster. Fuzzy methods of clusterization allow 
one and the same object to belong to several (or 
even all) clusters at the same time but with different 
degree. Fuzzy clusterzation in many situations more 
«natural» then clear clusterization, for example for 
objects, placed on clusters border [3, 4]. All well-
known clusterization algorithms can be divided on 
two major groups: algorithms with antecedently set 
quantity of clusters and algorithms, which set 
optimal quantity of clusters by themselves. If 
clusters quantity is unknown, so the most prefer 
algorithms are algorithms which set quantity of 
clusters by themselves or algorithms with self-
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organization, one of them is Gustafson-Kessel’s 
algorithm [5]. 

It was performed the research with the 
purpose to define optimal clusters by recognition 
technological variety of iron ore raw material 
quantity using Gustafson-Kessel’s method. 

Materials and Methods. Clusterization was 
performed by the next algorithm [6, 7]. In 
optimization process, there were accepted following 
quantity values: weight index m=2, tolerance value 
to stop the calculation ε=0,001 determinant for each 
cluster ρ=1. After initialization accessories matrix 
with random significances U(0)∈Mfc, on each step 
l=1,2,… making the next steps. 

Calculate clusters center 
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Calculate covariance matrix of clusters 
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Add a scaled ordinary matrix 
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Determine eigenvalues λij and eigenvectors 
ϕij, determine λ λ=,max maxi j il  restore iF  
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Calculate the distance 
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Count an item value of accessories matrix 
according to the formula 
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Until stop condition entry will be calculated 
ε−− <( ) (1 1) .lU U  

In the process of system optimizations was 
performed the following quantity values: m = 2, ε = 
0,001, ρ  = 1 for each cluster. During the research 
the number of clusters c varied from 2 to 14. 

 
Figure 1. The number of iterations for different numbers 

of clusters 
The lowest number of iterations required for 

the separation characteristics of samples of iron ore 
raw material on 2 clusters - 20, most - 654 when 
divided into 11 (Fig. 1). 

The clustering characteristics of iron ore 
lumps results are shown in Fig. 2. 

           
a)                                                                                         b) 

Figure 2. The results of the clustering characteristics of the ore lumps with different quantity of clusters: a) 5 clusters; b) 
12 clusters

Assessment of clustering quality was 
performed using scalar measures of reliability [7].  

A graphical representation of the 
dependence of the clustering quality from the 
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number of clusters according to Gustafson-Kessel 
algorithm is shown in Fig. 3- 9. 

Distribution coefficient PC, the dependence 
of which on amount of clusters is shown in Fig. 3, is 
not sufficiently informative. [4] Thus, it should be 
noted the local burst in number of clusters c = 7. 

 
Figure 3. Distribution coefficient PC 

Weak dependence on the analyzed data has 
an entropy classification CE: an amount of clusters 
increases due to monotonically function value 
increasing (Fig. 4). 

 
Figure 4. Classification Entropy (CE) 

Distribution indicator SC decreases 
relatively rapidly with an increasing number of 
clusters with 2 to 7 (Fig. 5), after that the decrease 
slows substantially [8]. 

 
Figure 5. Distribution indicator SC 

Dependence of the separation indicator S of 
clusters amount is shown in Fig. 6 [8].  

Here are significant fluctuations in the index 
under increasing of clusters amount from 2 to 7 and 
relatively slow decline with further increasing. 

Xi-Beni index XB changes quite strongly 
(Fig. 7), which does not allow unambiguous to 
determine the optimal number of clusters [9]. 

 
Figure 6. Separation indicator S 

 
Figure 7. Xi-Beni index XB 

Dunn indicator DI (Fig. 8) indicates that the 
optimum amount of clusters is c = 7 [6]. 

 
Figure 8. Dunn indicator DI 

The value of alternative Dunn indicator ADI, 
whose dependence on amount of clusters is shown 
in Fig. 9, rather strongly decreases with increasing 
amount of clusters to 7, with a consequent increase 
almost does not change. 

 
Figure 9. Alternative Dunn indicator ADI 

The results of these studies have shown that 
optimum amount clusters in determining the 
technological varieties of iron ore is c = 7, and the 
need 29 iterations. 

The results of clustering using a Gustafson-
Kessel algorithm in the number of clusters of five to 
nine are shown in Fig. 10. 
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a)                                                         b)                                                       c) 

               
d)                                                                      e)  

Figure 10. The results of the clustering characteristics of the ore lumps in different number clusters 

 

Conclusions. Thus, the formation of 
automatic maintenance by lumped ore sorting with 
operational recognition of technological varieties of 
individual pieces in the stream was carried out by 
using fuzzy clusterization of its characteristics using 
a Gustafson-Kessel’s algorithm. 

The results of these studies have shown that 
clusters optimum amount in determining the 
technological varieties of iron ore, hematite ores of 
Krivyi Rih occurrence is c = 7, where 29 iterations 
must be calculated with precision.  
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