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BCTYII

VY cyuacHoMy CBITI, jie iH(OpMaIliiiHI TEXHOJIOTIT CTaJIi HEBLJ €MHOIO YaCTUHOIO
CYCIIUIBHOTO Ta €KOHOMIYHOTO JXWUTTS, NMUTAHHA OE3MEeKH KOMIT FOTEPHHX MEPEK
HaOyBae 0COOJIMBOTO 3HAYEHHS. PO3BUTOK MU(PPOBUX TEXHOJOTINA CYyMPOBOIKYETHCS
3pOCTaHHIM KiOep3arpos, cepela SKuUX BIpyCcH, aTaKd Ha BIJIMOBY B OOCIyrOBYBaHHI
(DDoS), necankmioHOBaHWN MOCTyH, GINIMHT Ta EKCIUTyaTallis Bpas3IWBOCTEH

MPOTPAMHOTO0 3a0e3MeYCHHS.

TpanuuiiiHi CUCTEeMU 3aXUCTy, Taki SK MDKMEPEKEBl €KpaHM Ta KJIaCH4YHI
cucteMu BHsBIEHHS BTOprueHs (IDS), 3mebinbmoro 6a3yroTbCs Ha CUTHATYPHOMY
MeToal aHamizy. Xoya BOHM €(EKTHUBHI MPOTHU BIIOMUX 3arpo3, BOHH BUSIBJISIOTHCS
Oe3CHIMMU Tepe] HOBUMH, paHillle HEBIJOMUMH aTakaMu, JUIsl IKMX I11€ HE CTBOPEHO

curHaryp. Lle cTBoproe KpUTUYHY BpPa3JIMBICTh Y IEpUMETP1 O€3MEKHU OpraHi3alliil.

BupimieHHam 1i€i npoOieMu € BIPOBAIKEHHS I1HTENEKTYaJbHUX CHUCTEM,
3IaTHUX aHaJI3yBaTH TOBEAIHKY MEpeXl Ta BUSBIATH aHOMAJi - BIAXWUJICHHS Bij
HOpMaJIbHOTO NpouTto (GyHKIIOHYBaHHS. HallO11blll NEpCIEKTUBHUM 1IHCTPYMEHTOM
JUI. IbOTO € MeToau MamuHHOoro HaByaHHs (Machine Learning) Ta mty4HOro
1HTeneKTy. 30kpema, miaxoau HaBuanHs Oe3 yuutens (Unsupervised Learning) ta
crpareria "One-Class Learning" 103BOJSIIOTH HAaBYUTH CHUCTEMY PpO3MI3HABATU
HOpMaJIbHUN Tpadik 1 aBTOMATHUYHO OJOKYBaTH OyHIb-sIKy Mi03pLTY aKTHUBHICTb,

HE3aJIEXKHO BiJ 11 NPUPOJIH.

Takum uMHOM, po3poOKa Ta MJOCHIDKEHHS METOAIB 1 CHCTEM 3aXUCTy
KOMIT FOTEpPHUX MEpPE Ha OCHOBI MAaIlTMHHOTO HABYAHHS € aKTyaJbHUM HAyKOBO-
NPUKIAJHAM  3aBJaHHSAM, IO JIO3BOJISIE  IMJABUIIUTH PIBEHb 3aXMIIEHOCTI

1H(pOopMaIITHUX IHPPACTPYKTYP BiJ CydaCHUX TUHAMIYHUX 3arpos3.



PO3I1J 1. TOCJIIIKEHHA METOAIB 3AXUCTY KOMITIO' TEPHUX
MEPEX

1.1 AxtyanpHicTh 3axucty KM

Komm'torepHi Mepexi € OCHOBOIO cydacHOi HHU(POBOi 1HOPACTPYKTYpH,
3a0e3nevyyroun OOMiH 1H(pOpMAIEID MK MPHUCTPOSIMH Ta KOpUCTyBauyamu. Bonu
MOxyTh OyTu snokanbHuMH (LAN), rnobansuumu (WAN), 6e3aporosumu (WLAN)
abo 3MIIIaHUMU, 3aJIeKHO BIJ MacmTady Ta mnpusHaueHHs. JIoKalbHI Mepexi
BUKOPUCTOBYIOTBCS B OpraHi3alisix JJisi BHYTPIIIHBOTO OOMIHY JaHUMH, TOHl SIK
r7100aIbHI 3a0€3MeYyI0Th 3B 30K MIX BIJJJAJICHUMH MEPEKaMU Ta CEPBEPAMH.

OcCHOBHUM 3aBAaHHSIM KOMIT FOTEPHOI MEpEX1 € HaJlliiHa repeaada JaHuX, 110
nepeadayae BUKOPUCTAHHS PI3HUX TEXHOJIOTIH Ta MPOTOKOJIB. ba3oBl KOMIIOHEHTH
MepexXi BKIIOUAIOTh MAPIIPYTU3ATOPH, KOMYTaTOPU, CEPBEPH, KIIIEHTCHKI MPUCTPOI Ta
MepexeBe MporpamMue 3ade3nedeHHs. J{aHi nepenarThes 3a JOMOMOT O MPOTOKOIB,
takux sk TCP/IP, ki BU3HauatoTh mpaBujia MapiipyTU3ailii Ta 0OMiHy 1H(POpPMAIIi€l0
MDK By3JIaMU MEPEXi.

BaxnuBoro cki1aioBor0 (PYHKIIOHYBaHHSI MEPEXK € 3aXUCT BiJl 3arpo3. 3riJHO 3
aHAMTHYHUM 3BITOM y 2023 poili KUIBKICTh 3apEECTPOBAHUX Ta OMPAIbOBAHUX
KIOEpIHIIMJAEHTIB B YKpaini ckiana 2543 Bunangku. lle cBiguuTh mpo Te, WIO
IHTEHCHUBHICTh aTaK 3aJUIIA€ThCI CTAOUILHO BHCOKOIO, XO4Ya 1 JEII0 3HHM3HUJIacs
MOPIBHSHO 3 TMIKOBUMHU TOKAa3HUKAMU IMOYATKy TOBHOMACIITA0OHOTO BTOPTHEHHSI.
Cepen 3apeecTpoBaHMX IHIMACHTIB KPUTUYHUI piBEHb HeOe3nmeku manu 362 mojii.
Haii61inb11e aTak 0yJsio COpSMOBaHO Ha yps0B1 IHCTUTYL, CUII OOOPOHH, EHEPTETUKY
Ta TeJIEKOMYHIKaIlii.

Mertoan 3axuCTy KOMIT FOTEPHUX MEpPEeX TOAUISIOTBCSA Ha amapaTtHi Ta

mporpamMHi. AmapaTHi 3aco00H, Taki SIK MDKMEPEKEBl €eKpaHU Ta CHCTEMH BHSBIICHHS



BTOPTHEHb, aHANI3yIOTh BXIAHUWA 1 BUXIAHMNA Tpadik, OJIOKYyIOUM MOTEHIIIHO
HeOe3neyHi 3anuTH. [IporpamHi 3aco0M BKIIOYAIOTh AaHTUBIPYCHE IIPOTPaMHE
3a0e3neyeHHs, 3acobu mudpyBaHHs, ABO(AKTOPHY aBTEHTH(IKALII0 Ta CHUCTEMHU
yrpaBiiHHS gocTtynoM. IIpore cratuctuka 2023 poky IOKa3ye, IO I[bOTO
HeJ0CTaTHbO. 711 mpoTHli Cyd4acHOMY MIKIJJIMBOMY IPOrpamMHOMY 3a0e3leueHi
HEOOX1THO BIPOBAIUTH KOMILJIEKCHI CHUCTEM MOHITOPUHTY MO 1H(pOpMaIiitHO
oe3neku (SIEM) Ta 3aco0iB pearyBaHHs Ha KiHIleBuX Toukax (EDR).

CyyacHi MIXOIW O 3aXHCTy MEPEX BCE AKTUBHIIIEC 3aydar0Th TEXHOJOTii
IITYYHOrO 1HTENeKTy (Al) Ta MamIMHHOrO HaBYaHHA. 3TIJHO 3 OIJISAOM PUHKY
ki0epOesmneku Bia IT Ukraine Association, YkpaiHa cTana YHIKaIbHUM MOJITOHOM, i€
HaOyBaeThbCcsl TEPIIMM y CBITI JOCBiA cydacHoi kiOepBiiiHu. Kiro4oBi TeHIeHIIIT
po3BUTKY rany3i y 2023 poriii 1eMOHCTpYIOTh 3pocTanHs HanpsMmkiB DefenseTech Ta
GovTech, ge cexktop kibepOe3neKkn BUCTYIAE IpalBEpOM JJis PO3BUTKY OOOPOHHHX
TEXHOJIOT1H Ta Jep:KaBHUX LU(PPOBUX CEPBICIB.

Oco0nuBYy poJib BiJIirpae MTYYHUN 1HTEIEKT, IKH BUKOPUCTOBYETHCS IBOSKO:
K 3acl0 3axXUCTy JUisi aBTOMATHMYHOT'O BHUSBJICHHS aHOMajidl y Tpadiky, Tak 1 SK
IHCTPYMEHT aTak JiJIsl TeHepanli (PIIIMHroBUX JIMCTIB YU MOIIYKY BPa3IUBOCTEH.

Takum 4YMHOM, KOMII IOTEPHI MEpPEXi € CKIAJHUMU TEXHOJOTIYHUMU
CUCTeMaMH, SIKI BUMaramThb TOCTIHHOTO BJOCKOHAJEHHS METOJIB 3axHUCTY.
BpaxoByroun 3pocratoui Kibep3arpo3u, HEOOX1AHO BUKOPHUCTOBYBATH KOMILJICKCHHMA
MIAX17 10 Oe3MeKHy, M0 BKIIIoYA€E K TEXHIYHI 3ac00H, Tak 1 opraHi3aiiiiHi 3axoiu Ta

nepexij BiJl pEeaKTUBHOI'O pearyBaHHs 10 TPOAKTUBHOTO TMOIOBAHHS Ha 3arpo3u [1]
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Pucynox 1.1 — Jliarpama BusiBieHux kidep3arpo3 B Ykpaini 3a 2023 pik[2]

1.2 Ananiz meroaiB 3axucty KM

CyuacHhi koM 1otepHi Mepexi (KM) e ckiragaumu, po3noaiieHuMu
CUCTEMaMHU, SIK1 IIOJICHHO CTUKAIOTHCS 3 O€3J1Y4I0 3arpo3, Bil aBTOMAaTH30BaHUX
BIPYCHHUX aTak JI0 HUIECTIPSIMOBAHUX A1 3IOBMUCHUKIB. JIJ1s 3a0e3neyeHHs ix
cTabUIbHOI Ta 6€3MeyHoi poOOTH HE ICHYE €JMHOTO YHIBEPCATBHOTO PIIICHHS;
HAaTOMICTh BUKOPHUCTOBYETHCS KOMILICKCHUM, OaraTOpiBHEBHM MiAX1/1, IO TIOETHYE

PI3HOMAHITHI METOJU Ta TEXHOJIOT1T 3aXUCTY.

OcHOBHa MeTa IIUX METOIB - TAPAHTYBATH TPU KJIIOUOBI MPUHUUIIN

iH(dopmarriiinoi 6e3neku (Bimomi sk “tpiaga CIA”):

KonginenmiitHicts: 3ano0iraHHs HECAHKIIIOHOBAHOMY JIOCTYITY 10 JaHUX

(3aXHCT B “IPOCITYXOBYBaHHS YM KPAJIKKH).
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imicHicTh: 3aXKUCT JaHUX B1J HECAHKIIIOHOBAHOI 3MIiHU YU 3HUIICHHS

(rapaHTist TOTO, 1110 JJaH1 € TOYHUMU Ta TTIOBHUMH ).

HoctynHicTh: 3a0e3MeyeHHs TOro, 1110 aBTOPU30BaH1 KOPUCTYBayl MalOTh
JOCTYII JI0O MEPEKEBUX PECYPCiB Ta JaHUX TOI1, KOJIH 1M IIe TOTPIOHO (3aXHUCT Bif

aTak Ha BIIMOBY B 00CJIyroByBaHHI, iIk-0T DDoS).

VYeci icHytoui Mmetoau 3axucty KM MokHA YMOBHO MOJAUIATH Ha KUTbKa

KaTeropii 3aJeXHO Bl IXHBOT QyHKIIII:

Meroau 3ano0iranus (Prevention): CnpsiMoBaH1 Ha Te, 00 HE JOMYCTUTH
1HUIUIeHT. BoHU Ai10Th sIK miepIa JiHisg 000pOHU, KOHTPOIIOKYH JOCTYII Ta

binpTpyroun Tpadik.

Mertonu Bussienss (Detection): IxHs 3a1aua - BYacHo ifieHTH(DIKYyBaTH aTaKy,

sKa BXKe TpuBae abo 1MmojoJiana nepiui pyonk 3aXucTy.

Mertoau pearyBanHs Ta BigHOBJIeHHs (Response and Recovery): AKTUBYIOTBCS
TICIIS BUSIBIICHHS 1HIIMJICHTY JUIS MOTO JIOKai3arii, yCYHeHHS HacJiIKiB Ta

MOBEPHEHHS MEPEXK1 10 HOPMAJIBHOTO pOOOYOro CTaHy.

EdexTuBHa cucTteMa 0e3MeKu MOeaHY€E METOAM 3 YCIX LIUX KaTeropiu.
Hanpuknaz, sSKio 3JJI0BMUCHUKY BAACThCS OO01ATH 3aci0 3amo0iranHs, oro 1ii Mae

3adikcyBaru 3acid BusiBiIeHHS (cuctema IDS), 1110 akTuBYy€e MexaHi3M pearyBaHHS.

1.2.1 ABrenTHdikalis Ta KOHTPOJIb JOCTYITY

ABTeHTH(]IKALISA JO3BOJISIE MEPEBIPSITH 0CO0Y KOpUCTyBaya Mepesa HaJaHHIM
JIOCTYITy JI0 MEPEKEBHUX pecypciB. ICHye KibKa OCHOBHHUX METOJIB aBTEHTHQIKAIII,
cepell AKUX HaiOUIbLI MOMIMPEHUMH € MapoJii, 010METPUYHI JIaHl, arlapaTHI TOKEHU Ta

OararodakTopHa aBTEHTU(DIKAITIS.
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[IpocTuit maponbHUN 3aXUCT € HaWMEHII HAaIWHUM, OCKUIBKH MapoJii MOXYTh
OyTH CKOMIIPOMETOBaH1 BHACIIJIOK aTak Tuiy brute force, phishing abo BuTOKIB 6a3
naHux. BuxopuctaHHs OIOMETPHUYHUX METOJIB, TaKMX SK BIIOMTKU MajbIliB abo
pO3Ii3HaBaHHS 00JIMYYS, MiABUIIYE PIBEHb OC3MEKU, OCKIIBKY 111 JIJaH1 YHIKAJIbHI JJIs
KOXXHOT'O KOpPHUCTYBaya.

[Ipore OiomerpuuyHa aBTeHTH]IKaIliA Ma€e CBOi OOMEXKEHHS, HANPUKIA,
MO>KJIMBICTh MOMUJIKOBOTO pO3Ii3HABAHHS a00 371TaMyBaHHs Yepe3 BIIOUTKH, 3aJIUIICHI
Ha ToBepxHi. baratodakropra aBteHTHdiKaris (MFA) moemHye Kinbka METOJIB
M1JITBEPIPKEHHS 0COOH, 10 3HAYHO YCKJIAJHIOE HECAaHKIIIOHOBAHUM JOCTYII.

Hampukinazn, kopucTyBad BBOAWTH Mapojb, a MOTIM MIATBEPKYE CBOIO OCOOY
yepe3 KOJ, OTPMMaHW Ha MOOUTbHUU TenedoH. Xoda Takud Miaxia 3adesneuye
BUCOKHMM piBeHb O€3MeKkH, BIH MOXE OYTH HE3pyYHUM Ui KOPUCTYBadiB Ta
CTBOPIOBATH 3aTPUMKH Y POOOTI.

CyyacHl TEXHOJIOTIi HaMararoTbCcsl 3pOOUTH  aBTEHTU(IKALII0  MEHII
HaB A3JIMBOIO, BIIPOBAKYIOYN METOI Oe3mepepBHOi aBTeHTHU(IKAIIIT, sIKI aHATI3YIOTh

MOBEAIHKY KOPHCTYBaua, Takl K NaTepHU Ha0Opy TEKCTY YU PyXy Kypcopa.[3,4]

Bxin X
En. nowra a6o TenecpoH YBIMTH AK KOpMCTYBaY
f Facebook
Mapons
@ G Google
3anam'aTatm MeHe Haragatu napons
YBINTH
3apeecTpyBaTUCH

Pucynox 1.2 — IIpuknan aBrenTrdikaiiii (BBeICHHS MapoIIIo)
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1.2.2 KpuntorpadiuHi METOIU 3aXUCTy

Kpunrorpadiuni MeTonu 3axuCTy BKIIOYAIOTh B cebe mudpyBaHHS TaHUX,
1dpoBi manucu, kpuntorpadivni xem-@yHKINT Ta MEXaHI3MH yIIPaBJI1HHS KIFOYaMHU.
[lIndpyBanHs gaHuUX gomomarae 3a0e3meuyruTH KOH(OIACHINWHICTh 1H(OpMaIli, Imo
NEPEAETHCS YEPE3 MEPLKY.

CyuacnHi anroputmMu mudpyBannsa, Taki sik AES (Advanced Encryption
Standard) a6o RSA (Rivest-Shamir-Adleman), 3abe3nedyioTh BHUCOKHI piBEHb
CTIMKOCTI 10 atak. Bukopucranus SSL/TLS-npoTokoIiB € CTaHIAapTHUM pIIIEHHSM
JUISL 3aXUCTy BeO-Tpadiky, 30KpeMa B EJIEKTPOHHIM KoMepllli Ta OaHKIBCHKUX
oneparlisix. [I[pore HenmpaBuiibHa peanizallisa a00 BAKOPUCTAHHS 3aCTaplIuX BEPCii MUX
MPOTOKOJIIB MOXKE MPHU3BECTH 10 BPA3IUBOCTEH, TaKWX SIK aTaku Tuiy Man-in-the-
Middle (MITM).

Hudposi mianmucu Ta cepTUdIKaTh BUKOPUCTOBYIOTHCS I MEPEBIPKU
CIIPaBXHOCTI BiANMpaBHUKA 1H(MOpMAIIil Ta IUIICHOCTI MepeJaHuX AaHuX. BaxiuBum
acnekToM Kpunrorpadii € yOpaBIiHHS KJIOYaMH, OCKUIBKA KOMIIpOMETAIis
MPUBATHOTO KJTF0Ya MOKE MPU3BECTH JI0 TIOBHOI BTPATU 3aXHUCTY.

CyyacHi TeHmeHIli Tniepen0avyaloTh  BUKOPUCTaHHS  KBAHTOBO-CTIMKHX
ITOPUTMIB, OCKUJIBKM PO3BUTOK KBAHTOBUX OOUMCIIEHb MOXKE 3arp0OKyBaTH ICHYIOUUM
MEeTo/JaM KpumnrorpadiuHoro 3axucty. Y cucremax Oe3neku Kpumnrorpadis
3aCTOCOBYEThCSl  JJisi  mMdpyBaHHS  KoMmyHikamiii  (Hampukmnan, TLS/SSL),
€JIEKTPOHHOTO MIJMUCY, 3aXUCTY NMapoIiB Ta OJOKYEHH-TEXHOJOTIH.

Buxopucranns kpuntorpadiyHUX METOJIIB BUMAara€ HaJEKHOTO YIPaBIIHHS

KJIFOUYaMHU Ta PETYJIIPHOTO OHOBJICHHS aITOPUTMIB JIJIsl TPOTHU/IIT 3pOCTAIOUHUM 3arpO3am

snamy mmdpy.[3,5]
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NS NS

Secret Key Secret Key

Plain Text Encryption Ciphertext Decryption Plain Text
(encrypted)

Pucynok 1.3 — llludpyBanus nanux[6]

1.2.3 MixxMepexeBl eKpaHH

MepexeBi exkpanu (dailpBosii) € OJHUM 13 HAMBaXJIUBIMIUX 1HCTPYMEHTIB
3aXUCTy KOMII IOTEPHHX MEPEX, OCKUIbKM BOHHM 3a0€3MedyloTh KOHTPOJIb Haj
MEpEeXEeBUM Tpa(ikoM Ha OCHOBI BU3HAUEHHUX IMPABUII 1 NOJMITUK Oe3neku. OCHOBHE
iXH€E 3aBJIaHHS TIOJISITA€ Y J103BOJII @00 OJIOKYBaHHI MEBHUX 3 €JIHAHb, IO J1a€ 3MOTY
3ano0IrTH HECAHKI[IOHOBAHOMY JIOCTYITY Ta aTakaM 330BHI.

[cHyIOTB pi3HI TUIH (PAKPBOIIIB, KOKEH 3 AKUX MA€E CBOT ITepeBark Ta 0OMEKEHHS:

daitpBoiu piBHs makeTiB (packet-filtering firewalls) mpaiftoroTh Ha MepeKEBOMY
Ta TpaHcnopTHoMy piBHsX Mozeni OSI. BoHu aHanmi3yrOTh KOXKEH MAKEeT OKPEMO,
3BEpTAIOYM yBary Jimuie Ha ioro 3aroyioBok (IP-ampecu BinnmpaBHHKa Ta Ofep)KyBaya,
HOMEp MOPTY, IPOTOKOI). IXHS mepeBara - BUCOKA IIBHAKICTh poOOTH Ta MiHiMajbHE
HAaBaHTAXXEHHS HAa CHUCTEMY, ajle BOHM HE 3JaTHI NEepeBIpATH BMICT Tpadiky Ta
BUSIBJISITU CKJIaJH1 3arpO3H.

Cranmiiiai ¢aripBonu (stateful firewalls) BigciiakoByrOTh CTaH 3 €qHAHB, IO
JI03BOJIsIE TIPUMMATH pIillIEHHS 3 ypaxyBaHHSM KOHTEKCTy MepexkeBoi cecii. Ile
3abe3neuye OUIbII e(heKTUBHUN KOHTPOJIb MTOPIBHSHO 3 TPOCTUM aHAJI30M 3ar0JIOBKiB
MaKeTiB, MPOTE TaKl CUCTEMHU MOTPEOYIOTh OUTBIIINX PECYPCIB.

QaiipBosn  HactynHoro mnokoiiHHSA (Next-Generation Firewalls, NGFW)

NOEJHYIOTh TpaauLiiHI (QYHKIIT 13 CydaCHUMHU TEXHOJIOTISIMU: TNIMOOKUM aHali30M
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tpadiky (Deep Packet Inspection, DPI), BusBnenasm ta OJIOKyBaHHSIM BIIOMHX 1
HEBIJIOMUX 3arpo3, 1HTerpaiielo 3 cucreMamu 3amnoOiraHHsi BroprHeHHsiM (IPS), a
TakoX miarpuMkoro mudpoBanoro tpadiky (SSL/TLS inspection). NGFW 3marthi
KOHTPOJIIOBaTH JIOAATKHU, PO3MI3HABATH TIJI03pUITy TIOBEIIHKY Ta 31MCHIOBATH
MOHITOPHUHT Y peajJbHOMY 4Yaci.

Xwmaphi ¢aripomu (Cloud Firewalls) - 11e BIZHOCHO HOBUW HampsM, SKAN
OCOOJIMBO aKTyaJbHUW IS KOMITAHIA 3 PO3MOJIIICHOI0 1HOPACTPYKTYpOIO Ta
BUKOPHCTAHHSAM XMapHHUX CepBICiB. BOHM J03BOJNSAIOTH LIEHTPATi30BaHO KEPyBaTH
NOJIITUKAaMU O€3MEKH, MacIITa0yIOThCS 3aJIEKHO B1Jl HABAHTAXEHHS Ta IHTEIPYIOTHCS
3 IHIIIMMHU CEePBICAMU KiOep3axucCTy.

BaxxnuBoro yMOBOIO €(peKTUBHOCTI (halipBOJIIB € PETYJISIPHE OHOBJIEHHS MPABUJ
Ta TIOJIITUK, OCKUIBKM Cy4yacHl KiOep3arpo3u TMOCTIMHO 3MIHIOIOTHCS 1 IIBHJKO
aJIanTyIOThCS 1O HOBUX YMOB. HesrocTaTHhO MpOoCTO BCTAHOBUTH (PailpBoJI - HEOOX1THO
MIPOBOJIUTH ayAUT HOTO HAJIAIITYBaHb, pearyBaTH Ha BUSABJICH] aTaKH Ta 3a0€3MeTyBaTH
aKTyaJbHICTh CUTHATYD.

CyuacHi migxoau 10 0e3neku TakoK BKIouaroTh Zero Trust Network Access
(ZTNA) - apxitektypy, 10 Imepeadayae MNPUHLMI «HIKOMY HE JOBIpATH 3a
3aMOBUyBaHHSAM». lle oO3Hauae, M0 HaBITh BHYTPIIIHI KOPUCTYBadi YM MPHUCTPOI
MPOXOJSATh aBTEHTU(IKAIIIIO Ta aBTOPU3ALIIIO JJIsI KOXKHOT HOBOT cecli UM TpaH3aKiiii,
110 3HAYHO 3HIKYE PU3UK BHYTPIIIHIX 3arpo3 1 KOMIIPOMETAIlii MEPExKI.

TakuM YMHOM, y CBITI JUHAMIYHOTO PO3BUTKY TEXHOJIOTIM Ta 3pOCTAHHS
CKJIaJIHOCTI aTak, (haipBOJIM 3aJIMIIAIOTHCS HEB1JI €EMHOIO CKJIAJIOBOIO KOMILIEKCHUX
cTpareriii kibepOesmneku, 3a0e3nedyroun nepiry JIiHio 000poHU T iHPOPMaIIHHIX

CUCTEM IAMPUEMCTB 1 Opranizaiiil.[7]



Pucynox 1.4 — Bizyamnizaiis po6otu daiipoiy

1.2.4 Cuctemu BUSBJICHHS Ta 3alI00IraHHSI BTOPTHEHD

Cucremu BusiBieHHs Ta 3anoOiraHHs BtopraHenb (IDS/IPS) no3BossioTh
11eHTU(IKYBaTH Ta OJIOKyBaTH 3arpo3u B pexkuMi peanbHOro yacy. IDS (Intrusion
Detection System) BUKOHY€ MOHITOPUHT MepeKeBoro Tpadiky Ta aHalli3ye WOTo s
BUSIBJICHHSI aHOMaJTii abo mijo3pinoi aktuBHOCTI, Toai K IPS (Intrusion Prevention
System) He uwuine BUSBIS€ TOTEHIIMHI aTakd, a W 3amobirae iM NUISIXOM
aBTOMAaTUYHOro pearyBaHHs. lloeqHaHHS IMX CHUCTEM 3HAYHO MIJBUIIY€E DPIBEHb
Oe3MeKu, JO3BOJISIIOYM MIANPUEMCTBAM Ta OpraHizalisiM IIBUAKO pearyBaTH Ha
Ki0ep3arposu.

IDS GyBaroTh 1BOX OCHOBHHUX THIIIB: CUTHATYpHI Ta MOBEAIHKOBI. CUTHATYPHI
CUCTEMU MPaLIOOTh HA OCHOBI BIJOMHUX IIA0JIOHIB aTak (CUTHATYp), IO pOOUTH iX
edeKTUBHUMU Y OOPOTHO1 3 yKe BiIOMUMU 3arpo3aMu. OTHaK BOHU MalOTh OOMEKEHHS
y BUSBJICHHI HOBUX a00 MOJM(IKOBAHMUX aTaK, SKi 11e He Oy BHECEH] B 0a3y JaHUX.
[ToBeninkosi IDS ananizytoTh MepexkeBHil Tpadik Ha MpeaIMeT aHOMAaJIH, 0 MOXYTh

BKa3yBaTH Ha MOTEHILIHHI 3arpo3u. BoHH BUKOPUCTOBYIOTH MallMHHE HaBYaHHS abo
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EBPUCTUYHI METOAW JIs BHU3HAYCHHS MI03pLIOI aKTUBHOCTI, IO JO3BOJIAE M
BUSIBJISITU HOBI BHUJM aTak, MpPOTe 1€ MOXKE TMPU3BOJAUTH JI0 TOMMIKOBUX
CIPaIlbOBYBaHb.

[PS mnpamoioTe y OUIbII NMPOAKTUBHOMY PEXUMI Ta MOXKYTh aBTOMATHYHO
0JIOKyBaTH MIKNIMBUH Tpadik ado mimo3piii aii. Hanpukian, SKIo cucTteMa BUSBIISE
HECAHKI[IOHOBaHI CIIPOOM OTPUMATH JOCTYI JI0 KOPIIOPATUBHOI MEPEKi, BOHA MOXKE
aBTOMaTU4HO 3a0nokyBatu [P-aapecy mopymiHuka a0o 3aKpuUTH BpaszIUBHUM TMOPT.
CyuacHi IPS BUKOpHUCTOBYIOTH METOIM aHAIII3Y MOBEAIHKHU Ta IITYYHOTO IHTEJEKTY IS
HIBUKOTO MPUIHATTS PII€Hb, O 3HAYHO 3MEHIIIY€E HMOBIPHICTh YCIIIIHOI aTaKH.

[Toequnanus IDS Ta IPS 3ab6es3neuye KOMIUIEKCHHH MIAX1T JI0 3aXUCTYy MEPEx,
JIO3BOJIAIOYM HE JIMIIE BUSIBISTHA aTaku, ajle i edeKkTUBHO 3amoliratu iM. bararo
CyYaCHHUX PIIIEHb BUKOPUCTOBYIOTHh T1IOpUAHUM MIIX1J, KOMOIHYIOYM CUTHATYpPHUUN
aHaJi3 13 MOBEAIHKOBHUM, IO Ja€ 3MOT'Y JIOCATTH MaKCHUMajabHOI epekTuBHOCTI. Taki
CHUCTEMU aKTHBHO 3aCTOCOBYIOThCS Yy (DIHAHCOBUX YCTAaHOBAX, aTa-IIEHTPaX, YPAIOBUX
Oprasizailisix Ta BeTUKUX KOPHOopaIlisix, 1€ HeOOXiTHUN BUCOKHM pIBEHb OC3MEKH.

OpnnuMm 13 BaxksimBuX HanpamiB po3BUTKY IDS/IPS e inrerpauis 3 SIEM (Security
Information and Event Management) 1151 300py, aHaI13y Ta KOPEJISIIIii MO Oe3neKku
B peasibHOMY uaci. Lle mo3Boiise He Juile JIOKAJIbHO pearyBaTH Ha 3arposu, a u
OyyBaTH rio0alibHy KapTHUHY 3arpo3 JJisl BCi€l opraHizaii. BUKopucTaHHS IITy4YHOTO
IHTENIeKTy Ta MamuHHOro HaBuyaHHs B [DS/IPS cnpuse 3HWXKEHHIO KUTBKOCTI
MOMUJIKOBUX CIpallbOBYyBaHb, a TAaKOXX MIABUIICHHIO €(QEKTUBHOCTI BHUSBIICHHS
ckiIagHux arak, Takux ak APT (Advanced Persistent Threat).

Takum YMHOM, CyYacHI CHCTEMH BWSBJICHHS Ta 3amoOiraHHsS BTOPTHEHb €
BOXJIMBUMHU CKJIQJOBUMH cTpaTerii kibepOesneku. Bonu He mnumie 3a0e3nedyroTh
MOHITOPHHT Ta aHaJli3 3arpo3, a i aKTUBHO OJIOKYIOTh aTakH, MIHIMI3YIOUH PU3UKHU IS
iHopmariiHux cucteM. 31 3pOCTaHHSIM CKIaAHOCTI kibepatak poab IDS/IPS
MIPOJIOBXKYE 3pOCTATH, IO BHUMAara€e IMOJANBIIOTO PO3BUTKY TEXHOJOTIH Yy I[bOMY

Harpsami.[8,9]
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i | i)

Pucynok 1.5 — Cucrema IPS ta IDS

1.2.5 KonTtponb nocrymy

B yMoBax CTpIMKOrO 3pOCTaHHS KUIBKOCTI KiOep3arpo3 Ta BHTOKY
KoH(DimeHiiHOoI 1HQopMallli KOHTPOJIb JOCTYIy HaOyBa€ KPUTUYHO BaXKIMBOIO
3HAUEHHA. [CHYIOTH PI3HI MOJENl KOHTPOJIO JOCTYIY, CEpel SKUX HalOUIbII
nommpennmu € auckpeuiianii (DAC), manaataniit (MAC) ta ponboBuii (RBAC)
H1AXO/IH.

Jluckpeniiinuii KOHTpOJb mepeadadae, 10 BJIACHUK OO0 €KTa CaMOCTIMHO
BU3HAUYA€, XTO MOXE OTPUMATH 10 HBOTO JOCTYI. Xoua Led MeTo] 3ale3neuye
THYYKICTb, BIH € BPAa3JIMBUM JI0 aTaK COLIaJIbHOI IH)KEHEepIi Ta 3JI0B’KMBAHb IPABAMH.

MaHjaTHU KOHTPOJIb, HABIIAKH, 0a3y€THCS HA AKOPCTKUX MOJIITUKAX OE3MEKH Ta
Kiacudikaili JTaHuX, 0 JIO3BOJISE 3aMO0IrTH HECAHKIIOHOBAHOMY JIOCTYIy HaBiITh
aJMiHICTpaTopam.

VY cydacHMX cuHCTEMax IIMPOKO BHUKOPUCTOBYETHCS POJIBOBUI KOHTPOJb
JOCTyMy, SKHM CHpOIIy€E YNPaBIiHHSA BEIMKUMU MEpEeKaMH, MPU3HAYAI0UU
KOpUCTyBauaM II€BHI POJII 3 BU3HAYCHUMHU NpuBiaesMu. HesanexxHo Bijg oOpaHoi
MOJIeJl, BXXJIUBUM € PEryJSIpPHUNA ayIUT Ta OHOBJIEHHS MOJITHK JOCTYITY, OCKUIBKH
3MIHM B OpraHi3alliiHId CTPYKTYpl MOXYTh NPU3BECTH A0 MOTEHUIWHUX 3arpo3

oe3rmeril.



19

Jlnis migBUIIEHHS €(EKTUBHOCTI KOHTPOJIO JOCTYIY YacTO BUKOPHUCTOBYIOTH
OaratroakTopHy  aBTeHTH(]IKaIlil0 Ta  aJalTHUBHI  MEXaHI3MU  YIPaBJIiHHS
i1eHTrudiKaIli€el0 KOPUCTYBauiB. BHKOpHUCTAaHHS Cy4acCHMX 1HCTPYMEHTIB KOHTPOJIO
JTOCTYMy, TaKWX SK CHCTEMH YyHOpaBiiHHA iaeHTU(iKamiero Ta npoctynom (IAM),
JI03BOJISIE LIEHTPATi30BaHO KOHTPOJIIOBATH MpaBa AOCTYITY Ta 3HIKYBATH PU3UK BUTOKY
JaHUX.

B ymoBax 1mmdpoBoi TpaHchopMmallii KOHTPOJIb [OCTYIy CTa€ HE JIHIIE
THCTPYMEHTOM O€3MEKH, a i YAaCTHMHOIO CTPATErii 3aXUCTy KPUTUYHHUX 1H(HOPMALIIHHAX

aKTUBIB KOMITaHiil Ta opraHizamin.[10]

1.2.6 AHTHBIpPYCHI Ta aHTUMaJIbBapHI CUCTEMU

31 30UIbIIEHHSM KUIBKOCTI Kibep3arpo3 Ta TOSIBOIO HOBUX METOJIB aTak
BAKJIMBICTh BUKOPUCTAHHS aHTUBIPYCHOIO 3axXUCTy 3pocTae. CyyacHl aHTHBIPYCHI
pIIIICHHST TPAIfOI0OTh Ha OCHOBI CHTHATYPHOTO aHalli3y, €BPUCTUYHUX METOJIB Ta
MOBEIIHKOBUX aJTOPUTMIB JJIsI BUSBJICHHS 3arpo3.

CurnatypHuii aHasi3 nopiBHIOE (aitiu Ta npouecu 3 0a3010 BITOMUX MIKIITUBUAX
mporpam, IO JO3BOJISiE€ IMIBUAKO BHUSBHUTH BK€ BijoMi Bipycu. [Ipore mei meron
Hee(EeKTUBHUI MPOTU HOBUX 3arpo3, sKi IIe He BHECEHI1 10 0a3u JaHuX.

EBpuctuynmii ananiz po3mnizHae MOTEHIINHO HeOe3MeyHl mporpaMu Ha OCHOBI
iXHBOT CTPYKTYpH Ta MOBEIIHKH, L0 JO3BOJSE 1ICHTU(PIKYBATH HEBIIOMI BIPYCH.
[ToBeniHKOBUI aHaMI3 3AIHCHIOE MOHITOPUHT MPOrpaM y PEeKUMI peajbHOTO Yacy Ta
OJI0Ky€ iXHIO AISUTBHICTH y pasi BUABJICHHS mMmimo3piaux Aik. CydacHi aHTHBIPYCHI
PIILIEHHS YaCTO MOEAHYIOTh KIJIbKa METO/IIB JJIs MiIBUIIICHHS €()eKTUBHOCTI BUSBJICHHS
3arpos.

BaxxnmuBuM acmieKToM € peryisipHe OHOBJICHHS aHTHUBIpyCHUX 0a3 Ta

MPOrpaMHOro 3a0e3neyeHHs, OCKUIbKM KiOEep3JIOUMHII MOCTIHHO pO3pOOJIsSIOTh HOBI
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crocobu 06xoxy 3axucty. KpiMm Toro, 3Ha4Hy pojb BiAIrpae OCBITHS poOOTa cepen
KOPHCTYBauiB, OCKIJIBKU OUTBIIICTh aTaK 31HCHIOETHCS Yepe3 COollialbHy 1HXKEHEPIIO.
BuxopuctanHs aHTHBIPYCHHX PIIICHD Y MTOETHAHHI 3 TPOAKTUBHUMHU METOAaMHU
3aXUCTy, TaKUMH SIK CHUCTeMa BUsBICHHS BToprHeHb (IDS) Ta aHami3 moBemiHKH
kopuctyBauiB (UEBA), mo3Bosisie CyTTEBO 3HH3UTH PHU3MK 3apa)XCHHsS Ta BTPATH
JTaHuX. Y KOPHOPaTHBHOMY CEPEIOBUINI aHTUBIPYCHI PIIIEHHS YaCTO 1HTETPYIOTHCS 3

IHITUMU cUcTeMaMu 1HGOpMaIiiHOT 0e3MeKH Il CTBOPEHHS KOMILJIEKCHOTO MiAX0y

1o Kibep3axucty.[11]

HOW TRADITIONAL ANTIVIRUS SOFTWARE WORKS
(SIGNATURE-BASED)

iiad™

? 4a.NO MATCH FILE IS SAFE
FOUND (Allowed)
° A
1.NEW FILE 2. AV SCANNING ENGINE
(Unknown) A x w @
= E'I THREAT
= ab. MATCH FOUND QUARANTINED
(Threat) (Blocked/Deleted)

3. SIGNATURE DATABASE
(Known Threats)

SUMMARY: Traditional AV relies on comparing a file's digital signature against a
database of known malware patterns to identify and block threats.

Pucynox 1.6 — PoGoTa anTuBipycHoi nmporpamu[12]

1.2.7 3axuct 6e3ApOTOBUX MEPEK

besneka 0e31pOTOBUX MEpEX € KPUTUUYHO BAXKIUBUM €JIIEMEHTOM 3aXHUCTY
KOMIT IOTEpHUX cucTeM, ajxe came Wi-Fi HalfuacTiie BUKOPUCTOBYETHCS K TOUKA

BXOY JUIs 37I0BMUCHHKIB. OJIHIEIO 3 KIIFOUOBUX MPOOJIEM € HECAHKI[IOHOBAHUM JTOCTYTI
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710 Mepexi, TKUi Moxke OyTH 3a1HCHEHHI uepe3 cnabki abo cTaHAapTHI MapoJi, a TAKOX
BIJIKpUTI TOUKH JAOCTYIY, IO 3IUILIAIOTHCS 0€3 3aXUCTY.

BuxopucTtanss cy4acHUX MPOTOKOJIB mu(pyBaHHs, Takux sk WPA3, 3nauno
MIJBUIIY€ piBEHb O€3MeKH, ajpke BiH 3a0e3rnedye CTIMKICTh A0 CIOBHHUKOBHUX aTak 1
3aXMINA€E BiJl MEPEXOIVICHHS TpadiKy HaBITh y pasi ciaabkux mapodiiB. [Ipore HaBITH
Mepexi 3 akTuBoBaHUM WPA3 MoxyTh OyTH Bpa3TUBUMU: HAIPUKIIAJ], 37TOBMUCHUKH
MOXYTh 3acTocyBatu ataky Evil Twin, cTtBoproroun migpo0iieHy TOUKY JOCTYITY, siIKa
IMITy€ JIETITUMHY MEpexy, ado iHiitoBaTu ataku TUy Denial of Service (DoS/DDoS),
10 MPU3BOJATH O BIAMOBH B OOCIYrOByBaHHI KOPUCTYBaUiB.

Cepen 10JaTKOBUX METOJIIB 3aXUCTY O€3JpOTOBUX MEPEK 3aCTOCOBYIOTHCS:

Ounbrpanist MAC-agpec - A03BoJisIE OOMEXUTH JOCTYI JIMIIE AJIA TEBHUX
MPUCTPOIB, ITpoTe MOke OyTu o01keHa yepe3 miaminy MAC-aapecu.

[TpuxoByBanuss SSID - poOuTh MepeXy MEHII NOMITHOK Ui CTOPOHHIX
KOPHCTYBa4iB, ajic He € aOCOTIOTHUM 3aXHUCTOM.

bararodaktopna aBrentudikamis (MFA) — nogae nogaTkoBuii piBeHb O€3MEKH,
BUMArarpuu, KpiM napoJs, 1me oauH (paxrop (Hanpukiaa, SMS-kon, 6ioMeTpuyHi 1aHi
a0o0 amapaTHUI TOKEH).

Cermenrarist mepexi (VLAN) — 103BoJisie BiIOKPEMITIOBATH KOPIIOPATUBHUMN
TpadiK BiJ rOCTHOBOIO, 1[0 MIHIMI3Y€ PU3UKH MOLIUPEHHS 3arPO3 Y MEPEXI.

BaxxnuBuUM acnekToM € TakoXK IpaBWIbHE HaJaIITyBaHHS OOJaJHaHHS:
HEOOX1THO BUMHUKATH 3acTapiii npotokosu oe3neku (WEP, WPA), BukopuctoByBatu
CKJIaJIHI MapoJji aaMiHICTpaTopa Ta 3aCTOCOBYBATU 130JISIII1I0 KJIl€HTIB Yy Wi-Fi s
3armo0iraHHs IXHbOMY IIPSIMOMY JIOCTYITY OJIUH J0 OJHOTO.

KpiM Toro, epexkTuBHICTh 3aXHCTy 3aJ€KHUTh BiJ PEryJsipHOTO OHOBJICHHS
MiKporporpamMHoro 3abesneueHHs (firmware) poyTepiB 1 TOUOK JOCTYIY, OCKIIbKA
BUPOOHUKY TIOCTIHO BUIIPABIISIOTH BPA3JIHUBOCTI.

Y KOpmopaTMBHOMY CEpPEIOBHIINI Jeaaai OUIBIIOro TMONIMPEHHS HaO0yBalOTh

pO3MOMUIEHI CHUCTeMHU yhpaBmiHHS Oe3apotoBumu  Mepexxkamu (Wireless LAN
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Controllers, WLC). Bonu 3a0e3nedyioTh LEHTpali30BaHE KEPyBaHHS JECATKAMU M
COTHSIMH TOYOK JTOCTYIIY, JO3BOJISIFOTH 3/[IHCHIOBATH MOHITOPUHT Y PEXKHUMI PeaibHOTO
gacy, 3aCTOCOBYBATH MOJITUKH O€3MEKH I PI3HUX CErMEHTIB MEpEXKi Ta OTIepaTUBHO
pearyBaT Ha MIJ03pUTy aKTUBHICTh. Y moeaHaHHl 3 cuctemamu WIDS/WIPS
(Wireless Intrusion Detection/Prevention Systems) 11e ga€ 3Mory BUSIBJISITA aTakd Ha
0e31poTOBY IHPPACTPYKTYpYy Ta OJIOKYBaTH iX HA paHHIX eTarax.

TaxuMm 4MHOM, KOMIIEKCHUH TiAX1 10 3axucty Wi-Fi BKiltouae BUKOPUCTaHHS
Cy4yaCHHX MPOTOKOJIB IHU(ppYyBaHHS, OaraTropiBHEBMX METOMAIB aBTEHTHIKAIII],
LHEHTPAII30BaHOIO YNPABIIHHS W MOHITOPUHTY, @ TaKOX PEryJspHE OHOBIEHHS
oOnanHaHHA. T1IBKM 3a TaKMX YMOB MOXHa rapaHTyBaTH BHUCOKUH piBEHb O€3MEKH

0€3/IpOTOBUX MEPEXK Yy cydacHOMY HUGPOBOMY cepeaoBuIli. [13]

1.2.8 3axucrt Big DDoS-atak

DDoS-araku (Distributed Denial of Service) € oqauM 13 HANMOMIUPEHIITNX TUITIB
Ki0ep3arpo3, Akl MOKYTh MPU3BECTU 10 TUMYACOBOI 200 MOBHOI HEJJOCTYITHOCTI BEO-
CaliTiB, CepBEpIB Ta IHIIMX MEPEKEBUX pecypciB. MeTow Takux arak €
MEepPeBaHTAXKEHHS 1HPPACTPYKTYpPU SKEPTBH BEIUKOIO KUIBKICTIO 3aluTIiB, IO
YHEMOKJIMBIIIOE HOpMaJIbHY poOoTy cuctemu. [[ns epextuBHoro 3axucty Big DDoS-
aTaKk BUKOPUCTOBYIOTHCS PI3HI METOJM Ta TEXHOJIOTI], BKIIOUAIOUM XMapHI PIllICHHS,
amaparHi 3aco0U Ta AITOPUTMHU IUTYYHOTO 1IHTEIEKTY.

OnHuM 13 KJIIOYOBHUX CIOCOOIB 3aXUCTY € BUKOPUCTAHHS CUCTEM BUSIBJICHHS Ta
3amoOirands BroprueHb (IDS/IPS), ski mo3BosisitoTh imeHTH(IKYBaTH Ta OJIOKYBAaTH
N103plly aKTUBHICTh y Mepeki. Taki CUCTEMU aHATI3YIOTh BX1IHUM Tpadik 1 MOXKYTh
aBTOMAaTUYHO  (IIBTPYBaTH AHOMAJIbHI  3alUTH, TUM CaMUM 3MEHIIYIOYH
HaBaHTa)XEHHA Ha cepsep. Hampukmnax, IPS moxyTs aBTOMatmuno OnoxkyBatu [P-
aZpecH, 3 IKMX HAAXOIUTh Mi03PiI0 BEIUKa KUIBKICTh 3alTUTIB 32 KOPOTKUM MPOMIKOK

yacy.
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Hle omnuMm BaXIMBUM MeTonOM € OanaHcyBaHHs HaBaHTaxkeHHs (Load
Balancing), sixe 103BoJIs€ pIBHOMIPHO PO3MOAUIATA Tpadik MiXkK KIJIbBKOMa CepBEpaMH,
3armo0iraroyM MepeBaHTAXEHHIO OMHOTO By3na. lle ocoOmmBo edekTuBHO M BeO-
CaMTIB 13 BEJIMKOIO KUIBKICTIO BIJIB1yBayiB, OCKIJIbKM HABAHTAXXEHHS MOXE TMHAMIYHO
3MIHIOBATHCS 3aJI€KHO BIJ pIBHS aTak. bajaHCyBaJlbHUKM HABAHTAXXEHHS MOXYTb
npaioBaTH Ha piBHI MepexxeBoro Tpadiky (L4) abo na piBHi noaatkis (L7), mo nae
3MOTY OUIBIII TOYHO aHaJIi3yBaTH 3alUTH.

XmapHi cepsicu 3axucty Big DDoS-atak, Taki sik Cloudflare, Akamai Ta AWS
Shield, mpononytoTh cnenianaizoBaHi pilieHHs A (QUIbTpaLil WKIIUBOro Tpadiky Ha
piBHI ri00anbHO1 1HGPACTPYKTYpU. BOHM BHUKOPHUCTOBYIOTH PO3MOJLIECHI MEpEexi
CepBepiB, AKI MOXYTh IMOIVIMHATH HAAMIpHUN Tpadik, HE JOMyCKaroYud HOro A0
KiHIIeBO1 Touku. PunbTpariist Tpadiky Ha piBHI OpannmayepiB (Firewalls) Ta cucrem
rnubokoro anamnizy naketiB (DPI) takox € epextuBHUM MeTos10M G0poTHOH 3 DDOS-
aTakamMid. BoHU 103BOJIAIOTE OJIOKYBaTH Tpadik HA OCHOBI MOTO XapaKTEPHHUX O3HAK,
Hanpukian, BuzHauath araku SYN Flood a6o UDP Flood. [esiki cydacHi
OpaHamayepu  BUKOPHUCTOBYIOTH  iHTerpamito 31 SIEM-cuctemamu  1jis
LEHTPaJi30BaHOTO 300py Ta aHami3y iH(opMallii Ipo 3arpo3u.

OpnHuM 13 HOBITHIX MIiAXO/AIB € BUKOPUCTAHHS TEXHOJIOTIH MITYYHOTO 1HTEIEKTY
Ta TIOBEIIHKOBOTO aHami3y, sKi J03BOJSIIOTh aBTOMATUYHO BHU3HAYATH aHOMAJbHY
aKTUBHICTh Ta HIBUJKO pearyBaTh Ha 3arpo3u. Hampukiaa, Helpomepeki MOXYTh
aHai3yBaTU TUIOBI MIA0JIOHW MOBEAIHKM KOPHCTYBAyiB 1 aBTOMAaTUYHO OJIOKYBaTH
M1JI03p1Ty aKTUBHICTh. Takui MiX17 JO3BOJSE 3HAYHO 3HU3UTH PIBEHb MOMUIKOBUX
CHpalbOBYBaHb 1 3a0€3Meuye rHyYKe HaJalITyBaHHS CUCTEMH O€3MEKH.

3axuct Big DDoS-aTak € KpUTUYHO BaXXIMBUM JIJIs1 KOMITaH1|, K1 MPALIOI0Th Y
dinaHcoBii cdepl, €MTEKTPOHHIA KOMEPIl Ta IHIIUX TaIy3sX, M0 3aJeKaTh Bill
6e3mnepebiitHoi poboTH BeO-pecypciB. BukopucranHs koMOiHAIIT TEXHOJIOT1i, TAKUX 5K
OalaHCyBaHHS HaBaHTAXKEHHs, XMapH1 CepBicH, TIuOOka QiabTpauis Tpadiky Ta

MOBEIIHKOBUM aHai3, J03BOJISIE MIHIMI3YBaTH PHU3UKU Ta 3a0€3MEUUTH CTAOUIbHY
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poboty iHbopmarmiiinux cucteM. Ockimbku Mmerogu DDoS-arak  mocTiiiHO
PO3BUBAIOTHCS, SPEKTUBHUN 3aXHCT BUMAara€ TOCTIHHOTO OHOBJICHHS MEXaHi3MiB

Oe3meku Ta aganTalii 70 HOBUX 3arpos.[14]

Attacker Computers

ll | et farget server

Real Users '

I
Out of Resources
Clean Traffic SERVICE OFFLINE
L v

Pucynok 1.7 — DDOS araka[15]

1.2.9 Pe3epBHe KoIitoBaHHS Ta aBapiiiHe BIITHOBJICHHS

Pe3epBHe komitoBaHHS Ta aBapiiiHE BIAHOBJIEHHS 3a0e3leuye Oe3nepepBHICTh
Oi3HEeCy Ta 3axUCTy JaHUX y pa3l HemependadyBaHMX TNOJii. BTpata KpuUTHYHO
BaXJIMBOI 1H(MOpMaIlii yepe3 3001 oOnamHaHHs, KiOepaTaku, JIIOJACHKI MOMUJIKUA abo
CTUXI1IHI JInXa MOK€ MPU3BECTH O CEPHO3HUX (PIHAHCOBUX Ta pEIyTal[liHUX BTPAT.
Came ToOMy oOprasizaiii BOpPOBaKYIOTh KOMIUIEKCHI CTpaTerii  pe3epBHOIO
KOITIIOBaHHSI Ta aBapiiHOrO BIJHOBJIEHHS, 100 rapaHTyBaTH 30€peKeHHsS JaHuX 1

IIBUJIKE BITHOBJIEHHS (DYHKIIIOHAJILHOCTI CUCTEM.

OmHuM 13 HaWBAXKIMBIIMIUX aCMEKTIB PE3epBHOTO KOMIIOBAaHHSA € BHUOIP
BIIMOBIAHOT cTparerii 30epekeHHs MaHuX. HalrmomupeHimmMu METOJJaMH € TIOBHE,
nudepeHiliiine Ta IHKpEeMEHTHE pe3epBHE KoMitoBaHHs. [[oBHE pe3epBHE KOMIIOBaHHS
nependadae CTBOPEHHS MOBHOI KOMil BCIX JaHUX, 110 3a0e3Medyy€e BUCOKY HaIlHICTb,

asie moTpedye 3HAYHOTO O0O0CAry AMCKOBOro mpocropy. JudepeHiiiiine pe3epBHE
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KOIIFOBaHHs 30epirae Juie 3MiHH, 3p00JIeHI MiCIs OCTAHHKOTO MTOBHOTO KOITIFOBAHHS,
110 JIO3BOJISIE 3MCHIITUTH HaBaHTAXKCHHS HA CHCTEMY. [HKpEMEHTHE KOIIIOBaHHS € III¢
OUTBII €EeKTUBHUM, OCKUIBKH 30epirae TUIbKU HOB1 a00 3MiHEH1 (ailnu, 110 3HaYHO

SHU)XYE€ BUTPATHU Ha 36€p€}KeHHSI JaHUX.

CyyacHi cHUCTEMH pE3epBHOTO KOIIOBAaHHS YacTO BUKOPUCTOBYIOTH XMapHi
TEXHOJIOT1i, sIKi 3a0€3MeUYyI0Th BUCOKY JIOCTYITHICTh 1 THYYKICTh y 30€pEKECHH1 JaHUX.
XMapHi pillleHHSI O03BOJIAIOTH AaBTOMATHU3YBAaTH MPOILIEC PE3EPBHOTO KOIMIIOBAHHSA,
3a0e3neuyroun Oe3neuHe 30epexkeHHs iHQopMalli Ha BiIgaleHux cepBepax. lle
O0COOJIMBO BAXXJIMBO Yy pa3l KartacTpo(iuHUX MOJ1M, KOJU JIOKAJIbHI pe3epBHI KOMIi
MOXXYTh OyTH BTpauy€Hl pa3oM 3 OCHOBHOWO 1H(ppacTpykTyporo. KpiM Toro, xmapHi
CEPBICH MPOMOHYIOTh PO3IIMPEHI MOKJIUBOCTI MKU(pyBaHHA Ta aBTeHTHdIKAIIII, 110

M1JBUILY€E PIBEHb O0€3MEKN 30€peKEHUX JaHUX.

ABapiiiHe BIJHOBJIEHHA Iiepeadavae HaOip Mpouenyp Ta TEXHOJOTIH, Kl
JTO3BOJISIIOTH IIBUIKO BITHOBUTH Mpalle3aTHICTh 1IHPOPMALIMHUX CUCTEM MICHs 30010.
BaxxnuBUM eleMEHTOM ILbOr0 MPOLECYy € IJIaH aBapiiHOrO BIJHOBJICHHS, SKHUM
BKJIIOYA€E MEPENiK KPUTUYHO BAXKIMBHUX CUCTEM, IHCTPYKIIi AJiA iX BIJHOBJIEHHS Ta
KOHTaKTH BIAMOBIAaIbHUX 0¢10. JloOpe po3polbIieHuii Tuian 103BoJIs€ MiHIMI3YBaTH 4ac

MPOCTOIO Ta 3MEHIIUTHU BTPATH, MTOB 3aH1 3 1HIIUJICHTAMHU.

OnHuM 13 MIIXOAIB 10 aBapidiHOIO BIJIHOBJICHHS € BUKOPUCTAHHSI TEXHOJOT1H
perutikamii gaHux. Pemutikaris 703BoJisie CTBOPIOBATH TOYHI Komii iHGopmarii y
pealbHOMY Yaci, 10 rapaHTye ii JOCTYMHICTh HaBITh Y pa3l BUXOAY 3 Jady OCHOBHOI
cucteMu. Perutikanis Mo)ke 3A1MCHIOBATHCS SK Y JIOKQJIbHOMY CEpPEIOBUII, TaK 1y

BIJITAJICHUX JaTa-IICHTPaXx, 110 3a0e3neuye N0AaTKOBUN PiBEHb 3aXHUCTY.

ABTOMaTH3AIlis TIPOIIECIB PE3EPBHOTO KOIIIOBAHHS Ta BITHOBJICHHS € 1€ OJTHIM
BXJIMBUM (PaKTOPOM MiABUIIEHHS €(PEeKTUBHOCTI. BUKOpHUCTaHHS creiani30BaHOro

MpOrpaMHOTO  3a0e3MeuUeHHsT J03BOJISE HAIAIMNTYBAaTH  PETYJSIPHE  PE3epBHE
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KOMIIOBAHHA, KOHTPOJIb 32 HOT0 YCIHIIIHICTIO Ta aBTOMATHU30BaHE BIAHOBJICHHS y pasi
noTpeou. Takuii miIX1]1 3HaYHO 3HUKY€E HUMOBIPHICTD JIFOJACHKUX TOMUJIOK 1 3a0€31meuye

BHUCOKY IIBUKICTD BiTHOBJICHHS JaHUX.

TectyBanHsi pe3epBHUX KON Ta MpOLEIyp aBapiiiHOTO BiJHOBJICHHS €
HEOOX1THOIO CKJIQJIOBOIO O€3IEeKOBO1 cTpaTerii Oyab-skoi opranizaiii. Perymsaphi
MePEBIPKHU JIO3BOJISIIOTh BUSABUTH MOTEHIIINHHI MPOOJIEeMHU Yy mpoliecax 30epeKeHHs Ta
BIJTHOBJICHHS JaHUX, a TAKOXX 3a0€3MEeYNTH IXHIO €()EKTHBHICTh Y PEATHhHIUX YMOBAaX.
be3 Hasie)XHOTO TeCTyBaHHS HaBITh HaWKpalll CHCTEMH PE3epBHOTO KOIIIOBAHHS

MOKYTb BUSIBUTUCS HE€(DEKTUBHUMH Y KPUTUUHUI MOMEHT.

Y cywacHux yMoBax KiOep3arpo3  pe3epBHE  KOIIOBaHHS  TaKOX
BUKOPHUCTOBYETHCS SIK 3aci0 OOpOoTHOM 3 mporpamaMmu-pumaradamu (ransomware). Lli
HIKIJJTMBI TporpaMu MUGPYIOTH Pailin Ta BUMararoTh BUKYII 32 X PO3MIHQPYyBaHHS.
Maroun akTyalibH1 pe3epBHI KOIIii, OpraHizallii MOXyTh IBUIKO BITHOBUTH CBOI JaH1

0e3 HeoOX1THOCTI CIIavyBaTH K10€p310YUHIAM. [ 16]

1. 4.
i
Files are chosen L Data stored safely
for backup. k - and can be restored
‘ ¢ at any time.
Online
Backup
Process [\

" Y

Files are Data is transferred
archived and securely over the web
encrypted. to a backup server.

Pucynok 1.8 — PezepBHe KormitoBaHHs Ta BITHOBICHH:[17]
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1.3 ITaTeHTHUI TOLIYK

AHai3 nateHTiB y cdepi KibepOe3NneKku € BaXXJIMBUM €TarloM JOCIIKEHb, 1110
JI03BOJISIE BUSIBUTH Cy4YacH1 po3pOOKH Ta TEXHOJIOT1UHI pillIeHHd Yy il ramy3i. Huxue
HABEJICHO aHali3 KUIbKOX TMATEHTIB, [0 OXOIUTIOIOTh PI3HI AaCMEKTH 3aXUCTY
KOMIT IOTEPHUX MEpeX, 30KpeMa METOAu IHUQpyBaHHS, BHUSABICHHS 3arpos,

yHOpPaBIiHHS JOCTYIIOM Ta 1HII IHHOBALIKWHI T IXO/H.

1.3.1 Cucrema AMHAMIYHOTO KOHTPOJIIO TOCTYIY

[le#t maTteHT omucye 1HHOBAILINHY CHCTEMY JUHAMIYHOTO KOHTPOJIO JOCTYILY,
sKa 0a3y€eThCs HA MOBEAIHKOBOMY aHaji31 KOPUCTYBauiB Ta aJallTUBHOMY pearyBaHHI
Ha TOTEHIIHI 3arpo3u. Ha BigMiHy BIJ TpaJuLIMHMX METOMIB, III TEXHOJOTIA
J03BOJISIE aBTOMATUYHO 3MIHIOBATH PIBEHb JTOCTYITy Ha OCHOBI OI[IHKM PU3MKIB. Y HIl
BUKOPHCTOBYETHCS MAIIMHHE HABUAHHS JIJIsI BU3HAUEHHS HETUTIOBHX i KOPUCTYBAUiB
Ta OJOKyBaHHS TMOTEHIIMHUX aTak. OCHOBHI IepeBaru Ii€i CUCTEeMH BKIIOYAIOThH
BHCOKY TOYHICTh BUSIBJICHHS 3arp03, aBTOMATHUYHY aJamTallilo 0 HOBUX PHU3UKIB Ta
MIHIMI3allll0 BIUIMBY JIOACHKOTO  (hakTopa. JloCHiDKeHHS TOKa3yloTh, IO
BUKOPUCTAHHS TAaKOTO MiJIXOIY O3BOJISIE CKOPOTUTU KIJTBKICTh YCHIIIHMX aTaK Ha
KoprnopatuHi Mepexi Ha 40%. KpiM Toro, cuictema Mo>Ke 1HTErpyBaTUCA 3 ICHYFOUUMHU

3acobamu Oe3MeKH, M0 CIPOIIYeE 1i BIPOBAHKEHHS Y BEJIMKUX OpraHi3aIfisix.

Cucrema JMHAMIYHOTO KOHTPOJIIO JIOCTYIy TPALIOE 3a MPHUHIUIIOM
OaratopiBHEBOI TIEpEeBIPKM KOpHUCTyBauiB. BoHa BpaxoBye Taki (akTopu, sK
MICIIE3HAXO/HKCHHS, ICTOPI0 BXOIB, PIBEHb PHU3UKY IMiJIKIFOYEHOTO MPUCTPOIO Ta
HaBITh TIOBEIIHKOBI OCOOJMBOCTI TiJ YaC BUKOPUCTAHHS KOPIOPATUBHOI MEPExi.

Hanpuknaa, gm0 KOpUCTyBad BXOJUTh Yy CHUCTEMY 3 HOBOTO MPHUCTPOO abo 3
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HE3BUYHOTO  MICIIE3HAXO/PKCHHS,  CHCTEMa  MOXK€  BUMaraTd  JIOJAaTKOBY
aBTCHTH(IKAIlIF0 800 TUMYACOBO 0OMEXKHUTH JTOCTy1. L]e 3HauHO 3MEHIITy€e HMOBIPHICTh

aTak, 3aCHOBAaHHUX Ha KOMITpOMeETaIlii 0OJIKOBUX JaHUX.

OxpiM OCHOBHOTO (PYHKITIOHAITY, CHCTEMA Ma€ MOXJIUBICTh iHTErparlii 3 SIEM-
cuctemamu (Security Information and Event Management) st nieHTpani30BaHOTO
300py Ta aHamizy nomid Oesmeku. lle 3a0e3meuye BceOIUYHUN KOHTPOJL 3a BCIMa
actieKTaMu Oe3MeKH KOPIOPATUBHOTO CEpEeoBUINA. 3a pPaxXyHOK BHKOPHUCTAHHS
MalTMHHOTO HABYAHHS CHUCTEMa IOCTIMHO OHOBIIIOETHCS Ta BIOCKOHAIIOETHCS, IO
JI03BOJISAE 11 ePEKTUBHO MPOTHUAISITY HOBUM TUIAM atak. JloCIiIPKeHHs MoKa3alu, 110
BIIPOBA/KECHHSI II1€] TEXHOJIOTII y BEJIMKHUX OpraHi3alisiX TPU3BOAUTH 10 3HUKEHHS

BUTpAT Ha YCYHEHHS HACHIAKIB Kibep3arpo3 Ha 30%.[18]

1.3.2 Meton 6araTodakTopHOi aBTeHTU(}IKaIllT HA OCHOBI O10METPUYHUX JIAHUX

VY 1pOoMy maTeHTI MPEeCTaBICHO MeToa O0aratodakTopHOi aBTeHTHU(IKaII1, 10
BUKOPHUCTOBYE KOMOIHAIIO OIOMETPUYHUX JaHUX, 30KpeMa BIIOWTKIB TaJbIIiB,
pO3IMi3HaBaHHs 00JMYYs Ta roJIOCOBUM aHami3. Ha BiAMiHY BiJl KJIACHYHMX MIJIXO/IB,
K1 TPYHTYIOTHCS JIMIIIE Ha OHOMY (haKTOP1 MEPeBipKU (HAMPHUKIIAJ, TApOJIl Ud CMapT-
KapTH), 3alpoONOHOBaHA TEXHOJOTIA TOEIHYE KUTbKa HE3aJIEKHUX  PIBHIB
inenTudikamii. Ile 3HAYHO YCKIAAHIOE HECAHKIIIOHOBAHUW JOCTYN 1 3HUKYE

WMOBIPHICTH KOMIIPOMETAIIii 00JIKOBOTO 3aIHCY.

Baxx1Boo 0cOOIMBICTIO JaHOTO METO/Y € BUKOPUCTAHHS IITYYHUX HEHPOHHUX
MEpEexX JUIsl aHali3y O10METpUYHUX MapaMeTpiB. 3aBISKU [IbOMY JOCATAETHCS BUCOKA
TOYHICTh PO3Mi3HABAaHHS KOPHUCTYyBaua, 3MEHIIYETbCA KUIBKICTh TOMMIKOBUX
cnpainboByBaHb (false positives) Ta BinmoB y noctymi (false negatives). Cucrtema mosxe

caMOHaBYaTHCs, NIABUIIYIOYM €QEeKTUBHICTh POOOTHM 3 YacoM, WI0 OCOOJIMBO
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aKTyaJIbHO Y BHUIMAJKaX, KOJM O10METpUYHI XapaKTePUCTHKH KOPHCTyBadya 4aCTKOBO
3MIHIOIOTBCS (HANlpUKIIaJd, 3MIHA TOJOCY, HE3HAauHI TpPaBMU MalbI[lB YH 3MIHU

30BHIIITHOCTI).

IIpakTuHE 3aCTOCYBaHHS TAaKOr0 METOAY € HAJI3BUYAaWHO IIUPOKUM. Y
KOPITIOPaTUBHUX MEpPekaxX BiH JIa€ 3MOTY MIABUILIUTU PIBEHb 3aXUCTy KOHPIAEHIIIHHOT
iH(opMalIIii Ta KPUTHYHO BOKIIMBUX PECypciB. Y 0aHKIBCHKUX CUCTEMaX Ta IUIATIKHUX
cepBicax OiomMeTpuyHa aBTEHTU(IKAIS MIHIMI3ye pPHU3UK IIaXpalChKUX i,
3a0e3Mneuyrourd BUCOKUN PiBEHb JIOBIpU 3 OOKy KiieHTiB. Kpim Toro, mMerom moxe
3aCTOCOBYBATHUCS y cepi eIEKTPOHHOTO YPsIIyBaHHS, OXOPOHH 37J0POB 51 (115 3aXUCTY
€JICKTPOHHUX MEIWYHMX 3aMKCIB) Ta y MOOLIBLHUX JI0JaTKaX, € He0OX1IHa MIBUJIKA 1

HaJllliHa TIEpeBipKa KOPUCTyBaya.

[Ile oHi€r0 IEpeBaroro € 3py4HiCTh BUKOPUCTaHHS: 010METPHUYHI 1aH1 HE MOKHA
«3a0yTn» 4 «3aryOuTH», Ha BIIMIHY BIJ TPAIULIHHUX MAPOIIB YU (PI3UYHUX TOKEHIB.
CyuacHi peanizallii CUCTEMHU JI€MOHCTPYIOTh IIBUJKICTh OOpOOKHM 3amuTiB MeHIie 1
CEKYH]IH, 110 pOOUTH TEXHOJIOTII0 MPHUIATHOO IS IIOJACHHOTO BUKOPUCTAHHS HABITh

Y BUCOKOHABAHTAXEHUX CHUCTEMAX.[19]

1.3.3 TexHoorisi BUSBICHHS 3arp03 HA OCHOBI aHAJII3y MOBEIHKH MEPEKEBOTO

Tpadiky

[TaTeHT CTOCY€THCS HOBITHBOTO MiIXOMy IO BHUSBICHHS MEPEKEBUX 3arpos,
3aCHOBAHOTO Ha TIOBEIIHKOBOMY aHami3l Tpadiky. Ha BiaMiHy BiJ KIaCHYHHX
CUTHATYPHUX CHCTEM, SIKI OPIEHTYIOThCS Ha B1JIOMI IIAOJIOHW aTak, LSl TEXHOJIOTIS
JI03BOJISIE BUSBJSITH HEBiIOMI a00 MoaudikoBaHi 3arpo3u. BukopucTaHHS METOIIB
MITYYHOTO 1HTENEKTY Ta MAIIMHHOTO HaBYAaHHA POOUTH MOKJIMBUM aHajl3 BEJIMKHX

00CAT1B MEPEXKEBUX IAHUX Y peaTbHOMY Yaci.
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Cucrema BiJIC/TIIKOBYE aHOMAaJIbH1 MATEPHU Y MOBEAIHII KOPUCTYBaUiB, CEpPBEPIB

1 IPUCTPOIB, K1 MOXKYTh CBITYMTH PO MOTEHIIIHI aTaKu, HAITPUKJIIA/;

o DDoS-araku — pi3ke 3poctanHs Tpadiky 3 0/HI€T a00 KUTBKOX aJpec;
° SQL-iH" €Ki — HEeTHIIOBI 3aIMTH A0 0a3 JaHMX;
° HECAHKI[IOHOBAaHUN JIOCTyNl — IJIO3pUIa aKTHBHICTh 13 HOBHUX

reorpaiuHuX 30H YH MPUCTPOIB.

OCHOBHOIO TIepeBarolo Ifi€i TEXHOJIOTii € ii aJanTHBHICTh: CHCTEMa 3/aTHa
aBTOMAaTUYHO HAaBYaTHCSI HOBUM CILIEHApisiM aTak 1 OJOKyBaTH 3arpo3d B peajbHOMY
yaci, 3MEHIIYIOYH 3aJIeKHICTh B1J JIFOJICHKOTO BTpy4YaHHs. JlOCIIIPKEHHS MOKa3yIOTh,
1110 BIPOBA/HKEHHS TOBEIIHKOBOIO aHaJli3y J03BOJISIE 3HU3UTH KUIBKICTh HEBUSBIICHUX
atak Ha 35%, 1110 CYTTEBO MIJBUIIY€E 3arajbHy CTIHKICTh KOPIIOPATUBHUX MEPEXK 10

cydacHuX Kibep3arpos. [20]

1.3.4 Metrogonorist XMapHUX (paipBoJIiB HOBOTO OKOJIIHHS

PosrnsHyTHii maTEeHT OmUCye apXITeKTypy XMapHuX (alpBOJIiB HOBOTO
nokoJiHHsg (Cloud NGFW), ski 3maTHi 3a0€3mMe4uTH THYYKUM Ta MaciiTabOBaHU
3aXUCT 5K JJIS JJOKATBHUX MEPEXK, TaK 1 I PO3MOIITICHUX XMapHUX cepenosuil. Ha
BI/IMIHY BIJ] KJIACHMYHHUX amapaTHUX (HalpBOdiB, XMAapHI PILIEHHS I1HTErPYIOThCS
0e3nocepeIHbO Y MEPEKEBY 1HPPACTPYKTYpY MOCTaYaIbHUKIB TOCIYT, JO3BOJISIOYH

3axumiaTé Tpadik He3aJaeKHO Bijl (PI3UYHOTO PO3TAITyBaHHS KOPUCTYyBaya 4d cepBepa.

BukopucTtanHus mTy4yHOro IHTEJEKTY Ta aHanmidy Benukux ganux (Big Data
Analytics) 103BoJIsi€ 3HAYHO MIABUIIUTUA TOYHICTh BUSBJICHHS 3arpo3 1 MiHIMI3yBaTH
MOMWJIKOBI ~ cripaniboByBaHHA. (OCOOJMBICTIO I[l€i METOJUKH € MOMKIIUBICTh
LEHTPaII30BaHOrO YIPaBIIHHS MOJITUKaMU Oe3NeKu y TJI00aJbHOMY MacuiTaol:

aJIMIHICTpaTOp MOXKE B €JMHIA KOHCOJI HAaJalllTOBYBATHU MpaBHJIa JIOCTYIY ISl BCIX
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oiciB Ta (it KOMOaHii, M0 KPUTUYHO BAXKIMBO JJISI MDKHAPOAHUX KOPIOpALIH i

MpoBaiIepiB XMapHUX CEPBICIB.

[TopiBHSIHO 3 TpaguLIMHUMU TIAXO0JaMH, XMapHi (apBOJIU JAO3BOJISIOTH
3MCHIIIUTH 4Yac BUSABJICHHS Ta OnokyBaHHsA 3arpo3 Ha 50%, 3abe3meuyroun
Oe3nepepBHUI MOHITOPUHT 1 IMHAMIYHE OHOBJICHHS ITPaBUJI Y PEKUMI PEAIbHOTO Yacy.
[le poOuTH iX KIFOYOBUM €JIEMEHTOM CydacHHX Zero Trust-apXiTekTyp, Je JoBipa 10

Oynp-skoro TpadiKy 3aBXKIU MepeBipsIeThes. [21]

1.3.5 ABTOMaTH30BaHa CUCTEMA MOHITOPUHTY Ta 3aro0IraHHs KibepaTakam

JlaHWi MaTeHT OMHUCY€E 1HTEJIEKTYalbHY CHUCTEMY KiOep3aXHCTy, sKa 3/aTHa He
JUIIE BUSIBISATHA aTaku IiJ Yac iX BUKOHAHHS, aje M NIPOrHO3yBaTH iX M€ [0
dbaxkTtuyHoro 3maikicHeHHs. CHcTeMa BUKOPHMCTOBYE MAIllMHHE HABUaHHS Ta aHall3
BEJIMKUX JIaHUX, IO JI03BOJISIE PO3Mi3HABATH HAaBITh MIHIMAIbHI BIJIXUJIEHHS Y

MOBEIHII KOPUCTYBauiB, CEPBEPIB 1 MEPEKEBOTO TPaQiKy.

OCHOBHOIO TIEPEBarol0 € 3AaTHICTh CHUCTEMH JO0 CaMOHAaBYaHHSA — BOHA
aBTOMATUYHO BJIOCKOHAIOE aJITOPUTMH BHUSIBJICHHS HOBUX 3arpo3, 0€3 HeoOXiTHOCTI
PYYHOTO OHOBJICHHSI CUTHATyp 4d MpaBwi. Takui miaxij oco0auBO eDEeKTUBHUN Yy
cdepi piHAHCOBUX YCTAHOB, IEPKABHUX OpraHi3alliii Ta MEMYHUX 3aKJIa1B, /Ie PIBEHb

PU3UKY KiOep3arpo3 € HaJ3BUYaitHO BUCOKHUM.

TexHiuHI XapaKTepUCTUKH PIIICHHS Bpa)XaloTh: CUCTEMA 31aTHA 0OPOOISATH 10
10 MiTEHOHIB MAKETIB 3a CEKYHTY, 110 rapaHTy€e Oe3nepepBHUNA MOHITOPUHT Ta 3aXHUCT
y pexumi real-time HaBiTh Y BHUCOKOHaBaHTaKEHUX Mepexax. J[omaTkoBo cucrema
niarpumye iHTerpauito 3 SIEM ta SOAR-nargopmamu, 1110 103BOJISIE aBTOMATUYHO
pearyBati Ha IHIMJCHTH Ta 3aIllyCKaTH CIeHapii HeWTpamizaiii atak 0e3 ydJacTi

JTOIUHU.[22]
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Bucnoeku 0o po3oiny:

VY mepmomMy po3auli  Marictepchbkoi poOOTH MPOBEAEHO KOMIUIEKCHUMN
TEOPETUKO-aHATITUYHUN OTJISA] CydyacHOro CTaHy KiOepOe3neku Ta METOIIB 3aXUCTY
KOMIT'IOTEpHUX Mepex. B pesynbrari aHamizy 0a30BUX apXiTEKTyp BCTAHOBJIEHO, IO
crek npotokodiB TCP/IP Mictuth QyHIaMeHTalbHI BpAa3IMBOCTI Ha PI3HUX PIBHIX
mozeni OSI, sxi B yMOBax pO3MHBAHHS TPAAMIIMHOIO MEPEKEBOTO NMEpUMETpa Ta
BIIPOBA/HKEHHS XMAapPHUX TEXHOJIOT1H CTBOPIOIOThH YUCIEHH1 BEKTOPH ISl TOTSHITIHHUX
atak. JlocmipkeHHST JAWHAMIKK KiOep3arpo3 3acBIIYUIIO  €BOJIIOIII0  METO/IIB
3JIOBMHUCHUKIB BiJl MACOBUX PO3CHJIOK HIKIIMBOTO [13 10 ckaaHuX 1iJIeCpsIMOBaHUX
atak (APT) Tta posnoauieHnx artak Ha BigAMOBY B oOcayroByBanHi (DDoS)
INPUKIAJAHOTO PIBHA, SIKI XapaKTEPHU3YIOThCS BHUCOKOK CKPUTHICTIO Ta 3JaTHICTIO

O00XOJIUTH CTAaHJAPTHI MEXaHI13MU GUIBTpAIii.

KpuTtnunuii anai3 iCHyl0OUMX CUCTEM 3aXUCTY, 30KpeMa MI>KMEPEKEBUX EKPaHiB
Ta CUTHaTYpHUX CHCTEM BUsBIIEHHA BTOprHeHb (IDS), BUSBUB CcyTTEBI OOMEKEHHS
iXHBOT €PEKTUBHOCTI. ['0JIOBHUM HEJOJIKOM TPAJAULIMHUX MIAXOIB BUSHAUYECHO TXHIO
pPEaKTUBHY MPUPOJY Ta 3aJICKHICTH BiJ 0a3 BIJOMHUX CUTHATYp, IO POOUTH CUCTEMY
0€33aXMCHOI0 Tepes 3arpo3aMH «HYJIbOBOTO JHS», MOJMIMOPGHUMHU BipycaMu Ta

aTakaMmu, TPUXOBAaHUMH B MU(PpoBaHOMY TpadiKy.

Ha ocHOBI OpiBHSIIBHOTO aHai3y METO/IIB JIETEKTYBaHHS 3p00JIEHO BUCHOBOK,
[0 HaWOUIBII TEPCIEKTUBHUM IILUIIXOM MOJOJAHHS IHMX OOMEXEeHb € Tepexia 0
IHTENIEKTYaJIbHUX CHUCTEM aHaji3zy NoBeAiHKH. OOrpyHTOBaHO, IO 3aCTOCYBaHHS
METOJ/IB MAIIMHHOTO HABYaHHS, OCOOJIMBO aJITOPUTMIB HaBYaHHS O€3 y4uTes,
JT03BOJISIE BUSIBIISITH aHOMAJTii B MepekeBoMy Tpadiky 0e3 mornepeaHboro 3HaHHs Mpo
CTPYKTYpY aTakH, L0 MIATBEPIKY€E aKTyalIbHICTh Ta JOLUIbHICTh PO3POOKHU BIACHOT
MOJIEJTI 1HTEJICKTyaIbHOI CUCTEMHU BUSBIIEHHS MepexxeBux aHomaniii (ML-NADS) y

paMKax JaHOTO JOCIIIIKEHHS.
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PO3/11 2. NPOEKTYBAHHS MOJEJII IHTEJIEKTYAJBHOI CUCTEMUA
BUSABJIEHHS BTOPI'HEHD

2.1 Bubip cepenoBuiia po3poOKy Ta MOBH IIPOTPaMyBaHHS

Bubip iHcTpyMeHTambHMX 3aco0iB IS peamizaiii CHUCTEMHU BHUSBIICHHS
MepeKeBUX aHOMaJIiii 6a3yBaBCsl HA KOMIUIEKCHOMY aHaJIi31 BUMOT JI0 MPOAYKTUBHOCTI
PO3pOOKH, MBUAKOIIT OOUUCIEHb Ta HAsIBHOCTI Creliani3oBaHux 010gi0oTek. B saxocTi
OCHOBHOI MOBH TIporpamyBaHHs O0yi0 obpano Python (Bepcis 3.11). Ha cboroguinHii
neHb Python € goMmiHyrouMM 1HCTpyMEHTOM y cdepax HayKH Npo JaHl, IITYYHOTO

IHTEJIEKTY Ta 1H(pOpMaIIiitHOT Oe3MmeKHu.

Python - 11e BUCOKOpiBHEBA 1HTEPIIPETOBaHA MOBA MPOTrPaMyBaHHsI 3arajibHOIO
npusHaueHHs. Bona  103Boisie  pO3pOOHMKY  BUKOPUCTOBYBAaTH 00 €KTHO-
OpIEHTOBAaHUM, MPOLEAYPHUN Ta (DYHKIIOHAIBHUWA CTHJII MPOrPaMyBaHHS B MeXax
OJTHOTO TPOEKTY. Taka THYUKICTh € KPUTUYHO BAXKJIMBOIO IPU CTBOPEHHI CKJIAJHUX
CUCTEeM, J¢ MOAYJb 300py JaHMX MOXe OyTH peai30BaHUW MPOIEAYPHO IS
3a0e3neueHHs BUAKOAl1, a apXITEKTypa HEHPOHHUX MEPEkK OMUCYETHCS B 00 €KTHO-

OpIEHTOBAHOMY CTHJI.

VY KOHTEKCTI JaHOi MaricTepchkoi poOOTH, J€ OCHOBHA yBara MPUIUISETHCS
eKCIIEpUMEHTaM 3  apxXiTeKTypamMd  aBTOKOIyBaJdbHUKIB  (Autoencoder) Ta
HajamrTyBaHHiO anroput™MiB 13ousmii  (Isolation Forest), Bukopuctanns Python
JI03BOJIMIIO 3a0€3MEeYUTH IIBUJKY ITEPATUBHICTH MPOIECY PO3POOKU Ta TECTYBaHHS

rirmoTes.

Baxxnusum acniektom Bubopy Python € fioro apxiTekTypa ynpaBiiiHHS IaM SITTIO
Ta BUKOHaHHS Koay. Python BuKOpHCTOBYe aBTOMaTHYHE KEepyBaHHS IaM STTIO 3a

nonomoror BOyaoBaHoro 36upauda cMitts (Garbage Collector). Mexanizm 6azyeTbcst
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Ha MiIpaxyHKy nocuiaHb (reference counting) ta aaropuT™Mi BUSBICHHS ITUKIIYHUX
nocwianb. g cuctemu NIDS, sika npaiitoe 3 BETMKMMU MaCUBaMU MEPEXKEBUX JaHUX
(matacet CIC-IDS 2017 micTUTh MIIBIOHU 3aMUCIB), 11€ O3HAYAE, 1[0 PO3POOHUKY HE
NOTPiIOHO BPYUHY BUJAUIATU Ta 3BUIBHATH IaM ST, SIK 11€ poOUThCs B MoBax C abo C++.
Ile MiHIMI3y€E PU3MKHU BUTOKY mam sTi (memory leaks), siki Moriau © NMpu3BECTH 0

HECTaOLTFHOCTI CUCTEMH IIiJ] YaC TPUBAJIOTO MOHITOPUHTY MEPEXKi.

Opniero 3 ocobmuBocTel cTanAapTHOI peanizarii Python (CPython) € HasBHICTB
riobanbHOrO 6510KYyBaHHs 1HTepnperaropa (Global Interpreter Lock - GIL). GIL - ne
M IOTEKC, SIKMU 3armo0ira€e OAHOYACHOMY BHKOHaHHIO OailT-koxy Python kinbkoma
MOTOKaMH. X04a 11€ 4aCTO BBAXKAETHCS HEAOJIIKOM JjIsi 0araTONmOTOKOBUX OOYHCIICHB,
y KOHTEKCTI JaHOi poOOTH Iie He cTano oOMeXeHHAM. OCHOBHE OOYMCIIOBAJIbHE
HaBaHTaXeHHA B cucteMi ML-NADS npunagae Ha MaTpuuHI ornepanii Ta HaBYaHHS
HEHpOHHUX Mepexk. bi0moTeku, Mo BUKOPUCTOBYIOThCS A muMx 3agad (NumPy,
TensorFlow), peanizoBani Ha Hu3bKOpiBHEBHX MoBax C/C++ 1 3marHi “BiamyckaTu’”
GIL mixg yac BUKOHAHHS 1HTEHCUBHUX 00uYMClIeHb. TakuM unHOM, Python BucTymae
ebexktuBHUM  “kieem”  (glue language), 1m0 Kepye BUCOKOMPOIYKTUBHHUMU
OOYHMCITIOBAILHUMU SJIpaMH, HallMCAHUMU Ha KOMIUIbOBAHMX MOBAaX, 3a0€3Meuyloun

MPOYKTUBHICTh, OJM3bKY /10 HATHBHOI.

Buxopucrannus Bepcii Python 3.11 y maniit po0oTi TakoX € CTpaTeriyHUM
pimenHsM. Lls Bepcis Bkiouae 3HayHI omTUMI3aiii B pamkax mpoektry ‘‘Faster
CPython”, 30kpema afanTUBHUI 1HTEPIPETATOP, KU CHEL1aTI3y€eThCS Ha BUKOHAHHI
4acTO MOBTOPIOBAHOTO Koxy. [Iyisi cucTeMu peanbHOTO Yacy, sKa [MUKIIYHO 00poosisie
BX1JIHI MEpEXEBI1 AKETH, 11 3a0e3Meuye 3HIKEeHH 3aTpUMOK (latency) Ta miiBUILIEHHS

3arajbHOI MPOIYCKHOI 3JaTHOCTI aHajizaropa.[23]

JIist  CTBOpPEHHS MPOTPAMHOTO KOMIUIEKCY Oyyo o0paHO 1HTErpoBaHe

cepenoBuiie po3pooku Visual Studio Code. Ile cyuachuii, kpocruiargopMHuUit
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PETAKTOp BUXITHOTO KOy, po3pobieHuii koMmmaniero Microsoft, sikuit moennye B cobi

MIPOCTOTY TEKCTOBOT'O PEAaKkToOpa 3 MOTYKHUMH (yHKIIIMU MoBHOLIHHOI IDE.

Bubip VS Code o0ymoBneHuil crnenudikoo TMpPOEKTY, sKa Mepeadaydae
“ribpuaHy” po3poOKy: TOE€IHAHHSA AOCTITHUIBKOI poOoTH B HOYTOyKax (Jupyter
Notebooks) Ta Hanucanns mpoaykToBoro koay (Python scripts). Tpaaumiiiai miaxoau
4acTO BUMAaraloTh BUKOPUCTaHHS JIBOX PI3HUX 1IHCTPYMEHTIB, Hanmpukiaa Jupyter Lab
s aHamizy nanux ta PyCharm st HamvcaHHSI CKPUNTIB, IO YCKIAAHIOE poOoUnii

nporiec. VS Code 103BoJisie 00' € AHATH 111 €TaIlld B €IMHOMY 1HTEpQeEHcCi.

VS Code noOynoBanwuii Ha 6a3i ¢ppeiimBopky Electron, o qo3Bossie oMy OyTu
JIErKOBaroBUM NopiBHSIHO 3 “BaxkkuMu”” IDE, Takumu sik PyCharm a6o Visual Studio.
Jlnst Marictepchbkoi poOOTH, SIKa BHUKOHYETHCS Ha IMEPCOHAIBHOMY KOMII IOTEpI,
ONTHUMI3allisi BUKOPUCTaHHS ornepaTuBHOI naM aTi (RAM) € kputuyHOIO, 0COOIHUBO
KOJIM TIapajesbHO 3 CEPEOBUIIEM PO3POOKH 3aITyIIeHO MPOIEC HaBYaHH HEHPOHHOT

MEpEeXi, III0 CTIOKUBAE 3HAYHI PECYPCH.

Apxitektypa VS Code 6a3yerbcsi Ha MOIYJbHIN cucteMi. “Snpo” pemaktopa
MICTUTD JHIle 0a30B1 (yHKLII pefaryBaHHs TEKCTy Ta ynpasiiHHs (aitnamu. Bech
cnemianizoBanuii (yHkiionan (miarpumka Python, pobGota 3 Git, 3amyck Jupyter)
JOJIA€THCS Yepe3 CUCTEMY pO3MIMPEHb. lle M03BOJIMIO HATAITYBaTH CEPENOBULIE
BUKJIIOYHO i notpedbu npoekty ML-NADS, He nepeBaHTaxyrouu HOro 3aiilBUMH

IHCTpYMEHTaMH 7151 BeO-pO3pOOKH UM 1HIIIUX MOB.

Jist 3a6e3neueHHs epeKTUBHOI pOOOTH 3 KOJIOM CUCTEMU OYJI0O BCTAHOBJICHO Ta
HaJIAIITOBAHO PSJT KIIFOUOBUX PO3IIUPEHB, sKi TiepeTBoprooTh VS Code Ha mOTyXHY

crauiiro g Data Science.
1. Python Extension

Ile 6a30Be po3mmMpeHHs, ke 3abe3nedye iHTerpaiio inrepnperaropa Python 3

perakTopoM. Y paMkax poOOTH BOHO BUKOHYBAJIO Takl (DYyHKIIIT:
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o VYrpapmiHHS ~ BipTyaldbHUMH  cepenoBumiamu  (venv):  IIpoekt
BUKOPHUCTOBYE 130JIbOBaHE cepeaoBuile s 0i0morexku TensorFlow. Posmmpenns
aBTOMATUYHO JIETEKTY€E BIpTyalbHE cepefoBuile Ta HajamToBye nuisixu (PATH), mo
rapaHTy€e KOPEKTHUH iMIopT 6i0moTek 06e3 KoHGIIKTIB 13 cucteMHuM Python.

o Linting (AHami3 koay): ABTOMAaTH4YHA MEpPEBipKa CUHTAKCHUCY Ta CTUIIIO
kony (PEP 8) B peanmbHOoMy 4aci. Lle m103BONMIO YHUKHYTH 0araThb0X CHHTAKCUIHHUX

MTOMUJIOK III¢ Ha €Tari HamucaHHs Koxy Moyl flow extractor.py Ta main.py.
2. Pylance

Lle BucokonpoaykTuBHUM MOBHHI cepBep (Language Server), sikuil mpairoe
noBepx po3impenns Python. Pylance 3a6e3neuye dynkiionan IntelliSense - po3ymue

ABTOAOIIOBHCHHS KOOY.

VY npoekti 11e 0y0 0cOOIMBO KOPUCHO MpU poOoTi 3 616mioTekoro TensorFlow.
Hampuknan, npu nanucandi model.fit(), Pylance aBTomatnuno mijka3yBaB CIHCOK
JTOCTYIMHUX apryMeHTiB (epochs, batch size, callbacks), mo 3Ha4HO mNpHCKOPHUIIO
MPOIIEC HAMUCAaHHS KOJy Ta 3MEHIIWJIO0 HEOOXITHICTh MOCTIMHOTO 3BEPHEHHS 10

30BHIITHBOIT JJOKYMEHTAII{i.
3. Jupyter Extension

Ile po3mmpeHHs € KPUTHYHO BaXKJIUBHUM IS AaHOI poOoTu. BoHO mo3Bosie

BIJIKpUBATH, peJlaryBaT Ta 3amyckatu (aitnu .ipynb 6e3nocepeanro y VS Code.
3aBAsky LbOMY OyJI0 peani3oBaHO O€3IIOBHUM MEepPEeXiJ MK eTallaMu:
l. Hapuanus Mozen y program.ipynb 3 Bizyasizaili€to rpadikis.

2. MuTtTeBe nepeHeceHHs YCIIIHUX pparMeHTiB Koy y dailsl main.py st

¢biHanpHOT peanizarlii.

MosxnuBicTh Oauntu rpadikd HABYAHHS Ta TAOJIUIN MPSMO MOPYY 13 KOJIOM

CKPUIITAa 3HAYHO T1J[BUIIIAJIA EPTOHOMIKY POOOTH.
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Po3poOka ckmagHUX alropuTMiB, HEMHUHYYE CYIPOBOKYETHCS JIOTIYHUMU
nommwikamMu. VS Code Hanmae BOynoBanuii rpadiunuii Bipiaguuk (Debugger), sikuii

CTaB HE3aMIHHUM 1HCTPYMEHTOM Y POOOTI.
[Ipouec Hanaroa»KeHHsI CUCTEMU:

[Tin yac peam3zamii kimacy FlowManager BuHMKanu cuTyallii, KOJIM BEKTOPHU

O3HaK (I)OpMYBaJII/ICH HCKOPCKTHO. BHKOpI/ICTaHHSI BiI[J'IaI[III/IKa JO3BOJINJIO:

o BceranoBmoBati Touku 3ymuHy (breakpoints): 3ynuHATH BHKOHAHHS
IporpaMu B MOMEHT OOpOOKH KOHKPETHOTO ITaKeTa.

o IncnextyBatu 3wmiHHI: [lepernmsmatu BMICT 00 €KTIB y mam ati 0e3
HEOOX1THOCTI BUKOPUCTAHHS YUCIEHHUX KOMaHA print().

o [ToxpokoBe BUKOHAHHS: BifcTexyBaTH JIOTiIKYy BUKOHAHHS MPOTpaMu
PSIOK 32 PSIKOM, IO JO3BOJIMJIO BUSIBUTH Ta BUIIPABUTH MOMUIIKY 3 HEMPABUILHOIO

po3MipHicTIO MacuBiB NumPy nepej nojavero ix y HeHpOHHY MEPEXKY.

Oco06MBICTIO PO3POOKH CUCTEM MEpEkKEBOi Oe3MeKH € HeOOX1AHICTh poOOTH 3

MPUBLIESIMU afMiHICTpaTOpa.

VS Code mae BOymoBaHuid TepMiHAN, SIKWW MIATPUMYE pPi3HI OOOJIOHKH

(PowerShell, Command Prompt, Bash).

o KepyBanns nmpaBamu: VS Code 103BosisI€ 3amycKaTH CECil0 TEpMIiHAITY 3
npaBaMu aamiHicTpaTopa. lle mamo 3mory 3amyckatu CKpUNT main.py KOMaHAOO
python main.py Ge3mocepeHbO 3 CEpenoBUIA PO3POOKH, OTPUMYIOUU JOCTYH IO
“xuBOro” Tpadiky.

o bararo3zagaunicTe: MOXIMBICTH BIJKpUBATH JIE€KiJIbKa TEpPMIHAJIB
OJTHOYACHO J03BOJIMJIa B OJHOMY BIKHI 3aIlyCTUTH main.py (3aXucCT), a B 1HIIOMY -
reHepyBaTu TeCTOBUI Tpadik ad0 BCTAHOBIIIOBATH J10AATKOBI 010110TeKH uepes pip, He

3YNHMHAIOYA OCHOBHUM IIPOLIEC.
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s o6rpynTyBannsa Bubopy VS Code Oyno mpoBeaeHO MOPIBHSAHHS 3 1HIIUMU

IMOIIYJIIPHUMHA CCPCOAOBHUIIIAMMU.

Tabnuusg 2.1 — [lopiBHSHHS c€peIOBUIL TPOrpaMyBaHHS

XapakTepucruka Visual Studio PyCharm Jupyter Lab
Code (JetBrains) (Browser)
Tun Penakrop xoxy + | [loBunominna IDE | Be6-cepenoButie
Posmmpenns
CnoxuBaHHA Cepenne Bucoke (Java Huzsbke
pecypcis (Electron) JVM)
Pobora 3 .ipynb Biaminna O6mexena (y Pinna
(BOynoBana) Community (Hatikpara)
Bepcii)
PoGora 3 .py Binminna Biaminna HespyuHna
HIBUAKICTD 3aIIyCKY Bucoka Huzbka Bucoka
Hina be3komToBHO € mnatHa Pro be3komroBHO
(Open Source) Bepcis

Xoua Jupyter Lab imeanbHO mMIAXOAWUTH JJISI EKCIIEPUMCEHTIB, BIH HE
MPUCTOCOBAHUM [IJI1 HamMcaHHsA MOAyibHUX mporpam (.py ¢aitmip). PyCharm e
MOTY>KHUM THCTPYMEHTOM, ajieé Horo OE3KOMmITOBHA BEPCisi Ma€ 0OMEXEHY MIATPUMKY
HayKOBUX 1IHCTpYyMeHTIB (Jupyter), a cama IDE cnioskuBae 3Ha4HO O1J1bliIE pECYpCiB, 110
KPUTUYHO MpPU HaBYAHHI HeHpoMepex Ha jokanbHIM MamuHi. VS Code 3abe3neuns

“30J10Ty cepeuHy’”’, TOE€THABIIN TIepeBaru 000X CBITIB.
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Po3po6ka nporpamMHoro 3a0e3neyeHHs] BUMarae HaJlitHOro KOHTPOJIIO 3MiH. VS
Code mae BOynoBaHy MIATPUMKY CUCTEMHU KOHTpPOJt0 Bepciid Git. Y xo/1 BUKOHAHHS

poOOTH 1€ TO3BOJIUIIO:

o CtBOproBaTH KOMITH POOOYOro KOAY MICHsI KOXKHOTO YCIIIIHOTO €TaIy
(manpuxian, “BumpaBieHo apxiTektypy Autoencoder”).

o ExcriepuMeHTyBaTH 3 PI3HUMH TiAXoAaMH (HAMPUKIIAJ, TEPEMHKAHHS
Mk MSE ta MAE QyHKIisIMA BTpaT) y pi3HUX TUJIKaX, He 0OSYKCH 371TaMaTH OCHOBHY
pobouy BepCiio Mporpamu.

o Bi3yasbHO BiJICTE€XKYBaTH 3MIHH B KO/I1, IO AOTIOMArajio aHali3yBaTH, sIK1
came Moaudikailii MpuU3BeId J0 MOKpAIIeHHS abo MOTIpUICHHS METPUK BUSBICHHS

aTak.

Bukopucranns Visual Studio Code sik 0CHOBHOTO cepeioBHIIa PO3POOKH CTAJIO
BAKIIMBAM (DaKTOPOM YCIIIIHOI peaisamii CHCTEMH BHSBICHHS BTOPTHEHb. Moro
THYYKICTh J1I03BOJIMJIA CTBOPUTH €IMHUNA POOOUMIA TPOCTIp AJIA BCIX 3a]1a4: Bl aHAIII3Y
nanux y Jupyter Notebook 10 HanucaHHS Ta HaJIaroJKE€HHS CKIIATHOTO MEPEKEBOTO

cHidepa.

[arerpamis 3 Python, migTpuMka BipTyadbHUX CEpPEIOBHMIN Ta 3pYy4HI
1HCTPYMEHTHU HaNaro>KeHHsI TO3BOJIWIA 30CEPEAUTHUCS Ha BUPIIIIEHH] HAYKOBOI 3a/1a4l
- MIABUIIEHHI TOYHOCTI BHSBJICHHS aHOMAJii, MIHIMI3yBaBIIXM Yac, BUTPAuCHUN Ha

00poThOY 3 TEXHIYHUMH MPOOJIEMaMH HAJTAIITYBaHHs cepeoBuiia [24].

2.2 Ilonepenus o6poOKa Ta BEKTOpH3allii TaHUX

Ycemix pobotu Oyab-s1KOT CUCTEMH MAaTUHHOTO HaB4YaHHS Ha 80% 3aleKUTh Bif
akocTl BXiaHUX AaHuX. Ockinbku HaOip ganux CIC-IDS 2017 mictute nonanm 2.8

MUIbMOHA 3amuCIB 13 PI3HOPIIHMMHU, a 1HOJAI ¥ TMOUIKOJPKEHUMH JIaHUMH, €Tarl
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MOTEePEHbOT OOPOOKM CTaB OJHUM 13 HANCKIAMHINIMX Ta HAMBAKIUBIIINX Y POOOTI.

Jlns1 BUpIIIeHHS 1TUX 3a7a4 0yJI0 BUKOPUCTAHO 3B 3Ky 010:110Tek NumPy Ta Pandas.

NumPy (Numerical Python) - e 6a3oBa 616;1i0TeKa 711 HAYKOBUX OOYMCIICHD Y
Python, sika Hamae miATpUMKY 6araTOBUMIpHHUX MAacHBIB Ta MaTPHUIIb, & TAKOXX BEJIUKY
KOJICKI[II0 BHCOKOPIBHEBHMX MaTeMAaTHYHMX (YHKIIM [JI1 omepaiiid Haa IUMH

MaCHBaMMU.

VY 1ol yac sk ctaHaapTHi cnucku Python € rHydkuMu, BOHM TOBUIBHI IS
MaTeMaTUYHUX OIepalii yepe3 AUHAMIYHY TUII3allilo Ta PO3pPI3HEHE PO3TAllyBaHHS
00’exTiB y maMm sTi. NumPy Bupimye 1o npobiemy, BBoasud o0 ekt ndarray (n-

dimensional array).

[IponyktuBHicTe Ta Bekrtopuzamis: MacuBu NumPy 30epirarotecsi y
OesnepepBHUX  OJoOKax  Mam sTi, IO JIO3BOJIAE  MPOILECOpPYy  €PEKTUBHO
BUKOPUCTOBYBAaTH Kelll. AJie TOJIOBHOIO IE€PEBarol0 € BEKTOpH3allis - 3JaTHICTh
BUKOHYBAaTH MaTE€MaTH4YHI omeparlii HaJ [UIMMU MacuBaMH O€3 BUKOPUCTAHHS
NOBUTbHUX HUKTIB for. ¥V mpoekTi 1e Oyj0 KPUTUYHO BAXKIHUBO TMPH PO3PAXYHKY

nomMuiku pexkoHcTpykuii (MAE) mist Autoencoder.

3amicTh TOro, MO0 mepedupaTH KOXKEH MaKeT y LUK, BUKOPHUCTOBYBaJIACS

BEKTOpH30BaHa opmyJia:

n

1

j=1
lle MAE - cepeous abconomna nomMuixa oas i-2o psaoka, n - KiibKicmb 03HAK,
Xij - OpURIHANbHE 3HAYEHHA J-I 03HAKU 0N [-20 nakemy, X1;; - 6iOHO6NeHe 3HAUCHHA -
i'osnaxu, |...| - Mooyns pizHuyi.
NumPy pno03Bosisie 9iTKO KOHTPOJIIOBATH THIHM JAHWX, [0 BaXJIMBO IS

3MEHIIICHHSI CTIOKUBAHHSI ONEPATUBHOI MaM SIT1 TIPH 00pOOIll BETMKUX JaTACETIB.
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VY po3po6ieniii cuctemi NumPy BUKOpUCTOBYETBCS IJIs:

o Tpanchopmamii nanux: IleperBopeHHs Tabmuunux npanux Pandas y
Matpuil, 3po3ymim s TensorFlow ta Scikit-learn.

o CratuctuHoro anamizy: Po3paxyHOK TOpOTy aHOMalbHOCTI 3a
nomnoMororo GyHkii np.quantile(). I{e 103BoIMI0 aBTOMAaTUYHO BUSHAYUTH MEXY, KA
BiJicikae 95% HopManibHOTO TpadiKy, aAaNTYIOUd CUCTEMY IIiJ] KOHKPETHY MEPEXKY.

o OO6poOku HeBU3HAaUeHOCTEH: Bukopucranus koHcTanT np.inf Ta np.nan

JU1s 11eHTA(IKAIT Ta 3aMiHA HEKOPEKTHUX 3HA4YE€Hb y BX1AHOMY Tpadiky.[25]

bibmoTexka Pandas BUKOpUCTOBYETHCS ISl MAHIMYJISLUINA 31 CTPYKTYPOBaHUMH
nanuMu. Bona BBoauTh moHsATTS DataFrame - aBoBuMipHOi TabIWYHOI CTPYKTYpH
naHux 3 Mitkamu. Lle 616moreka, moOyaoBana nosepx NumPy, sika Hagae CTPyKTypH

JAHUX BUCOKOTO PIBHS JJIA 3pYYHOI pOOOTH 3 TAOJIMYHUMHU JAaHUMHU.

Hatacetr CIC-IDS 2017 po3noBcrokyerbest y dopmati CSV 1 ckitanaerbes 3 8
okpemux (haimiB, MO MICTATh Tpadik 3a pi3HI IHI THKHS. 3arajbHU 00CAT TaHUX
nepeBullye Kiibka rirabait. Pandas cranma igeaJbHMM 1HCTPYMEHTOM  JUIS

MCHC/’KMCHTY IHMX JaHUX 3aBAAKH HACTYITHUM MOZKIIMBOCTAM:

o EdextuBne 3aBantaxkenHs (I/0O Tools): @ynkiis pd.read csv() € oaHi€er0
3 HalmBuamux peanizamii napcepiB CSV y cBiti Data Science. Bona mo3Bosmia
aBTOMATUYHO PO3II3HATH 3ar0JOBKHM CTOBMIIIB (78 03HAK) Ta TUMH JaHUX.

o O6’ennanns ganux (Merge and Concat): Jjisi CTBOpEHHSI TOBHOI[IHHOTO
TeCTOBOTO Habopy Oyno Bukopuctano ¢yHkmiro pd.concat(). Ile mo3BommIO
nporpaMHo 310patu fgaHi 3 7 pi3uux ¢ainis (BiBropok-I1" aTHHIISN) B OJIUH TIraHTCHKUI
DataFrame (df test) mis BceGiuHOT mepeBipku mMomeni, Toai sk ¢aiin “Monday” Oys

BiJIoOKpeMyieHu g HaBuaHHs (df train).
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df train = pd.read csv(os.path.join(path to data, "Monday-WorkingHours.pcap ISCX.csv"))

all files = glob.glob(os.path.join(path_to data, "*.csv"))
test files = [f for f in all files if "Monday-WorkingHours™ not in f]

print("3apaHTaxeHHA TecToBux AaHux (iHwi 7 dainie)")
list of dfs = []
for filename in test files:

print(f"3aeanTakxyeTbca ¢ain: {filename}™)

df temp = pd.read csv(filename)

list of dfs.append(df temp)

df test = pd.concat(list of dfs, ignore index=True)

Pucynok 2.1 - O6 enHaHHs JaHUX

b

OnHuM 13 HaWCKIAIHINIMX BUKIWKIB y poOOTI cTaja HasBHICTh ‘‘OpyAHHX’
JaHUX y BUX1IHOMY jaTtaceTi. CTaHJapTHI METO/IM OUMILEHHS HE CIPalbOBYBAJIU, 10
MPU3BOAWIIO A0 MOMWIOK Maciita0yBaHHs (3HaueHHs e+14). 3acobamu Pandas Oyio

peanizoBaHO 6araTopiBHEBUN aJTOPUTM OUYHUIIICHHS:

1. Hopwmanizamiss Ha3zB crtoBmiiB: Buxopucranns meromy .str.strip() mms
BUJIAJICHHS 3aliBUX MPOOLTIB y HAa3Bax KOJIOHOK (Hampukian, = Label’ -> "Label’), mo

YCYHYJIO MOMUJIKK Aoctyny no kimouy (KeyError).

2. [TpumycoBe mnepeTBOpEHHs THUMIB: VY JEIKUX YHUCIOBUX KOJOHKax
(manpuxnan, Flow Bytes/s) 3ycrpiwamucs texctoBi 3HaueHHs “‘Infinity”. Merton
pd.to_numeric(..., errors= coerce’) J03BOJIUB MPUMYCOBO NEPETBOPUTH 11 CTOBIILI HA
YKCJia, aBBTOMAaTUYHO 3aMIHIOIOUH TEKCT, 10 HE po3mi3HaeThesi, Ha Mapkep NaN (Not a

Number).

3. OO6pobOKa HECKIHUEHHOCTEHN Ta MPOITYCKiB: byJio BUKOPUCTAHO JTaHIIOAKOK
METO/IIB JIJIS 3aMIHHA CUCTEMHHX HeCKIHUeHHOCcTer Ha NaN, 3 11o1anbIIiM BHIaJICHHIM

yCIX MOMTKOKEHUX PSAAKIB MeTo10M dropna().
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X_train = X _train.apply(pd.to_numeric, errors='coerce')
X _train.replace([np.inf, -np.inf], np.nan, inplace=True)
X _train.dropna(inplace=True)

Pucynok 2.2 — O6po6ka psiikiB

Ieit miaxi 3a0e3neyrB MaTEMAaTUUHY CTaOUTBHICTD JaHUX MEepe/T X Mogadyeio Ha
BXiJ] HEHPOHHOI MEpEeXi, IO CTAI0 KIOYOBUM (AKTOPOM JOCSATHCHHS BHCOKOI

TOYHOCTI BUSIBJICHHS aTaK.

[lle omniero BaxusmBor (¢yHKIieo Pandas, BukopucrtaHoro B poOOTI, €
aBTOMAaTHYHE BUPIBHIOBAHHS JaHUX 3a 1HJIeKkcoM. [Ipu BuganenHi “OpyaHux’ psIKiB 3
Matpuili o3Hak (X), BIIMOBIAHI MITKH KJaciB (y) TakoX MaroTh OyTu BuaaneHi. Pandas
JTIO3BOJISE€ 3pOOUTH 1I€ €JIETaHTHO Yepe3 MeXaHi3M iHjaekcarii: y = y.loc[X.index]. Lle
rapaHTye, 10 MITKA 3aBXIH BIAMOBIIAIOTH CBOIM JaHUM, 3al00irarouu 3MIMIEHHIO

BUOIPKH, SIKE MOIJIO O KaTacTpO(PiYHO BIUIMHYTH HA HABYAHHS MOJENI.

VY po3pobuieniii cucremi 610morekn Pandas Ta NumPy BucTynaroTh crioinyyHorO

JIAHKOIO MIXK “CHpUMU’”’ JaHUMU Ta AITOPUTMAMU IITYYHOTO THTEJIEKTY.

1. ETan naBuyanus (program.ipynb):

o Jani 3aBaHTaxxytotbest B Pandas DataFrame.

° [IpoxoasiTh OUUIIIEHHS Ta PO3/ICHHS Ha X Ta Y.

o KouBeprytotbcs B NumPy wmacuBu ains  oOpoOku  ckelsiepoM
(MinMaxScaler).

2. ETan excrimyararii:

° Xoya B peallbHOMY 4Yaci MU HE BUKOPUCTOBYeMO Baxkkuii DataFrame muis

KOXXHOTO TakeTy (1e Oyno O MOBUIBHO), MU BHKOPHUCTOBYEMO JIOTIKYy NumPy s

(dhopMyBaHHS BEKTOPIB O3HAK.
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Buxopuctanns Pandas Ta NumPy go3Bonuno Bupimmtu npobiaemy “BETHKUX
JaHuX” y paMKax Maricrepcbkoi poOoTH. 3aBiasku BekTopu3zauii NumPy Bnamocs
JOCATTH BHUCOKOi IIBHAKOCTI MaTEMaTHYHUX OMepaliid, HeoOXiTHUX I poOoTH
Heripomepexi. ['HyukicTe Pandas no3Bommiia po3poOUTH HATIWHUKM aITOPUTM
OYMILICHHS JaHUX, IKHH yCYHYB KPUTHYHI TOMIJIKU Y BXiJJHOMY JaTaceTi, 1110, Y CBOIO

4yepry, yMOKJIMBUIIO YCHIIIHE HaBUaHHs Mozeneit Autoencoder ta Isolation Forest.[26]

2.3 I[loOyaoBa Ta HaBYaHHS MOJIEJIEH MAITMHHOTO HaBYaHHS

bibmiorexka Scikit-learn (sklearn) € onHi€el0 3 HAUMOTYXHIMMX Ta
HaWMoImMpeHimux O10J10TeK i MAIIMHHOTO HaBuyaHHA Ha MoBi1 Python. Bona
nobynoBaHa Ha 6a31 NumPy, SciPy ta Matplotlib 1 Hamae mpocti Ta edexTuBHI
IHCTPYMEHTH JUIsl IHTEJIEKTYyaJIbHOTO aHaJli3y JAaHUX. Y paMKax pO3poOKU CUCTEMHU
ML-NADS 115 616;110T€Ka BUKOHYBajia TP KPUTUYHO BaXIIUB1 (DYHKIIIT: HOpMaTi3alito
JAHUX, peajizallilo aHCaMOJIEBOr0 aJrOpuTMy BHSIBICHHS aHOMATiM Ta OLIHKY

€(heKTUBHOCTI BCIX MOJICJICH.

OpHi€ro 3 TOJIOBHUX MpoOJieM MpU poOOTI 3 MEPEKEBUM TpadiKoM € Pi3HHIM
Mmacitab o3nak. Hanpuknan, y naraceri CIC-IDS 2017 o3naka Destination Port moxe
HaOyBaTu 3HaueHb Bij 0 mo 65535, Flow Duration - BuMmiproBaTHcs B MUIbHOHAX
MmikpocekyHa, a Fwd Packet Length - y cotnsix Gaiit. Skmo nogaTtu taki “cupi” maHi
Ha BXI1J] HEHPOHHOT Mepexi abo anropuTMiB, IO 0a3yIOThCS HA BIACTaHSIX, O3HAKH 3
BEJIMKMMH YHUCJIOBHUMH 3HAYCHHSAMHU OyAyTh JOMIHYBAaTH Haj O3HAKaMU 3 MaJIUMH
3HAQYEHHSIMM, 110 TPHU3BEAEC 0 HEKOPEKTHOIO HABYAHHS Ta TMOBUIBHOI 301KHOCTI

TPaJIEHTHOTO CITYCKY .

Jist BupiteHHs 1i€ei mpobiemu 3acobamu Scikit-learn Oyio peanizoBaHO MOAYITh

sklearn.preprocessing. Ilicis cepii excriepumenTtiB 3 StandardScaler Ta RobustScaler
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(sTIK1 TTOKa3aM HECTAOUTbHICTh HA JIAHWUX 3 eKCTPEMAIbHUMH BUKUIAMHU), OyJI0 00paHo

anroput™m MinMax Scaling.
Anroputm MinMaxScaler:

Leit Mmetoa TpaHchOpPMY€E KOXKHY O3HAKY TAKMM YMHOM, 100 BOHA 3HAXOIUIacs

y 3aJjaHOMY Jiamna3oHi, 3a3Bu4aii [0, 1]. MaTemMaTH4gHO 11€ OMUCY€EThCS POPMYIIOIO:
X std = (X — X_min)/(X_max — X_min)
Xscated = Xstq - (max —min)
[TepeBaru BUOOPY SIS CHCTEMU BUSBJICHHS BTOPTHEHb:

l. CyMicHicTh 3 Helpomepexero: Buxigauit mianazon [0, 1] imeanbHO

y3roJIKY€EThCs 3 QYHKIIE€I0 akTUBallii sigmoid, sika BUKOPUCTOBYETHCSA Y BUXITHOMY

b

mapi po3pobaeHoro Autoencoder. Ile 103BoIsI€ MOIET KOPEKTHO “PEKOHCTPYIOBATH

BXIIHI JaHI.

2. 30epexxeHHss posnonaury: Ha BigMiHy Bim cranmaptuzaiii, MinMax-
HOpMaJIi3allisi He CIIOTBOPIOE PO3MOJAUI JAHMX, a JMIIE 3MIHIOE iXHIM MacmTad, 1o

BAXKJIMBO 117151 30€peKeHHs MaTEPHIB aTak.

scaler = MinMaxScaler()
scaler.fit(X train)

X_train_scaled = scaler.transform(X train)
X_test scaled = scaler.transform(X_test)

print(”daHl macwTaboeaHo™)

Pucynox 2.3 — MacmraGyBaHHs JaHUX
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J7is OPiBHSJIBHOTO aHalli3y Ta CTBOPEHHS TOPUIHOI CUCTEMH 3aXHUCTY, OKpIM
HEHpPOHHOI Mepexki, OyJI0 BUKOPUCTAHO KJIACUYHUHN aJTOPUTM MAIIMHHOTO HAaBYAHHS

6e3 yuutens - [solation Forest, peamizoBanuii y kinaci sklearn.ensemble.IsolationForest.

Ha BimMiHy Bif TpaguIliiHUX METOIB, SIKI HAMAraroThCs MOOyyBaTH Mpodiih
“HopManbHOi” moBemiHku (sik One-Class SVM), Isolation Forest sBHO 130510€
aHomaJiii. AnroputMm Oynye aHcamOiib OlHaApHUX JAepeB pimeHb. s 1moOynoBu
KOXXHOTO JIepeBa BHUMAJIKOBUM UYWHOM BHOMPAETHCS O3HAKA 1 BUITAJIKOBE 3HAYCHHS

posrainyxeHHs (split value) Mi>k MiHIMyMOM 1 MAKCUMYMOM 111€1 O3HAKHU.

Jlorika Oa3yeTbcs Ha TOMY, IO aHOMAaii (MEpEXeBl aTakv) € “PIAKICHUMU 1

Biaminaumu” (few and different):

l. OCKUJIbKY aHOMaJIbHI TOYKH JAHUX BIJIPI3HIIOTHCA B1Jl HOPMAJIbHUX, BOHU
MIBU/ILLIE MOTPAIUISIIOTH Y “NUCTA” IepeB (MOTpeOyOTh MEHIIOI KITBKOCTI pO3rally>KEeHb

JUTS 1307151117 ).

2. HopmaiibHi TOUKH, SIK1 yTBOPIOIOTH IIUIbHI KJIaCTepHU, MIOTPEOYIOTh 3HAYHO

O1TBIIOT KIJTBKOCT1 pO3TaTyKEHb.

3. “OuiHKa aHOMaIbHOCTI” pO3PaXOBY€ETHCA SIK CEPEIHS TIOBKUHA LUISIXY Bij
KOpEHs J0 JIMCTa MO BCIX JepeBax aHcaMmOnro. YuM KOpOTIIMH HUISAX, THUM BUINA

HMOBIPHICTb aTaKH.
HanamryBanns napamerpi y Scikit-learn:
VY po6oTi OyJi0 BUKOPUCTAHO HACTYIIHI MTapaMEeTPH 1HIIiami3amii MoAei:

. n_estimators=100: Kinbkictb nepeB y Jjici. ExcrnepumeHTanbHO
BcTaHoBJieHO, 1m0 100 nmepeB 3a0e3neuyroTh OanaHC MK TOYHICTIO Ta IIBUAKICTIO

poboTH.

. contamination: I[lapameTp, 110 BU3HAYa€ OYIKYBaHy YacTKy aHOMAJIN y

HaBYaJILHOMY Ha0O0pi. Y (iHaIBHINA BEpcii CUCTEMU 11el mapaMeTp OyJi0 BCTAHOBJICHO
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Ha piBHI 0.01 (1%), mo BimoOpaxae MPUITYIICHHS PO YUCTOTY HABYAIHHOI BUOIPKHU

(Monday dataset) 3 MOKJIMBICTIO HASBHOCTI HE3HAYHOT'O CTATUCTUYHOTO IITyMY.

. n_jobs=-1: Jlo3Bojsie BHKOPUCTOBYBAaTH BCl fAlpa IMpoliecopa Jyis
napajiesIbHOI TMOOYJIOBU JEPEB, IO KPUTHYHO BAXKJIMBO NPHW HaBYaHHI HA BEIIMKHUX

naracerax [27].

st 00" €KTUBHOI OILIIHKK €QEeKTUBHOCTI po3pobieHoi cucremu NIDS Oyino
BUKOpUCTaHO MOAyJb sklearn.metrics. OCKUIbKM 3ajaya BUSBICHHS BTOPTHEHb €
3a/ayero OiHapHOI Kiacudikalli Ha He30a1aHCOBaHUX JaHUX, BUKOPUCTAHHS MPOCTOI
metpuku “TounicTs” (Accuracy) € HegoctatHiM. Scikit-learn Hajae iIHCTpyMEHTH IS

IIMOOKOTO aHajli3y MOMUIIOK.
1. Marpuns noxu6ok (Confusion Matrix):

Oyukuig confusion matrix J03BOJMIIA  BI3yadi3yBaTh YOTHPHU  KIHOYOBI

NOKa3HUKHU:
o True Negatives (TN): Hopmanbuuii Tpadik, KOpeKTHO Kiacu(}ikoBaHUN
SK HOpMa.
o False Positives (FP): Hopmanbuuii Tpadik, mOMUIKOBO Ki1acu(PiKOBAHHIMA

sk aTaka (“XubHa TpuBora”).
o False Negatives (FN): Artaka, mnpomyiieHa cHCTEMOIO (HaHOLIbIIT
HEOE3MeYHUN TUI TOMUJIKH).

o True Positives (TP): Ataka, ycminiHo BUsIBJIEHa CUCTEMOIO.
2. 3piT knacudikarii (Classification Report):

Oynkiis  classification_report aBTOMAaTUYHO PO3PaXOBYE METPUKH, SIKI €

CTaHJapTOM Y KibepOe3meri:

o Precision (Tounicte): TP / (TP + FP). Iloka3ye, HacCKUIbKH MOKHA

JOBIPSITH CUTHATYy TPUBOTH.
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o Recall (IToBuota): TP / (TP + FN). Iloka3ye, Ky 4acTKy BCIX pealbHUX
aTak CUCTeMa 3MOTJia BUSBUTH.

o F1-Score: I'apmoniiine cepenne mixk Precision Ta Recall. 1lsg metpuka
cTajla OCHOBHOIO JJisi mopiBHSAHHS edexTuBHOCTI Isolation Forest Ta Autoencoder y

JlaHii poOOoTI.

Scikit-learn Takox 3a0e3neyuB IHPPACTPYKTYpPY MJIs YHPABIIHHS >KUTTEBUM

LIUKJIOM JTIaHHUX.

Oyukiis model selection.train_test split BukopucToByBanacs Ha MOYaTKOBUX
eTamnax Jiyisl pO3AUICHHS JaHUX Ha HaBYaJbHY Ta BaJIIJALIMHY BUOIPKHU, IO TO3BOJIUIIO

YHUKHYTHU €(eKTy epeHaBYaHHS.

BaxxnuBuM acrekToM BIPOBADKEHHS CHCTEMH € 30EpEeKEHHs IapaMeTpiB
nonepeaHboi 00podku. O6 ekt MinMaxScaler, HaBueHuil Ha “yuctomy” Tpadiky,
30epirae B co0l mapaMeTpd min Ta max Ui KOXXHOi 3 78 o3HaK. 3a JIOIOMOTOIO
610moteku Joblib (sxa € pekoMeHIOBaHUM CIIOCOOOM cepiamizamii moxaenei Scikit-
learn) 1eit 06 exT Oyo 30epexeno y daiin scaler.pkl. Ile no3Bonmio Mmoayso main.py
BUKOPUCTOBYBATH 1ICHTUYHE MacIITa0yBaHHS /i1 HOBUX MAKETIB y pealbHOMY Yaci,

110 € 000B I3KOBOK0 YMOBOIO KOPEKTHOI pOOOTH CUCTEMHU.

bibmioreka Scikit-learn Bimirpana poib (pyHIaMEHTAIBHOTO 1HCTPYMEHTY IS
noOyI0BU KJIACHYHUX MOjIeJIel Ta MiATOTOBKU JaHUX. Ii MOAYIbHICT Ta CYMICHICTb 3
iHmmmu 616miotekamu (Pandas, TensorFlow) no3Bonuim cTBOpUTH €1MHUN KOHBEEP

(pipeline) 06po6ku naHux.[28]

Bukopucranas MinMaxScaler 3a0e3neunsio HeoOX1AHY MIATOTOBKY JAaHUX JIJIs
HelpoHHOI Mepexi, a peam3aiis I[solation Forest Hamana BaJIMBY TOUKY BIAJIIKY
(baseline) nist omiHkM ePEeKTUBHOCTI OUIBII CKJIAJHUX METOJIB IITMOOKOr0 HaBUaHHS.
[HCTpyMEHTH METPUK [IO3BOJIMJIM MPOBECTH HAYKOBO OOIPYHTOBaHY BalliJallil0

pe3yJIbTaTiB.
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VY 1ot "ac sk kimacu4Hi anroputMmu (Taki sk Isolation Forest) memoHCTpyrOTH
BHCOKY IIBHIKICTh, 3a/adi BHUSBICHHS CKJIQJHUX MEPEKEBUX aTak BHUMAararTh
3ATHOCTI MOJEINIOBATH HEJIHIWHI 3aJIeKHOCTI Y 0araTOBUMIPHOMY MPOCTOP1 O3HAK.
Jns peanizaimii Takoro Miaxoay B poOOTi OyJI0 BUKOPHUCTAHO METOJU TTMOOKOTO

HaBuaHHs (Deep Learning).

B sxocTi TexHomoriuHoi ocHoBu oOpaHo (peiimBopk TensorFlow (po3poOka
Google) Ta i#oro BucokopiBaeBuii APl Keras. Lls xomOiHamis € 1HAyCTpiaJbHUM
CTaHJApPTOM JuId TMOOYJOBHM HEMPOHHUX MEPEX 3aBASIKH CBOill THYYKOCTI,

MacmTabOBaHOCTI Ta MPOTYKTUBHOCTI.

TensorFlow - 1ie Bimkputa nporpamua 010110TeKa JIJIsi YUCEIbHOTO OOUMCIICHHS
3 BHUKOpHUCTaHHsIM TpadiB mnorokiB manux (data flow graphs). Bysnu rpada
MPEICTaBIAIOTh MAaTeMAaTH4HI oOrepalli, a pedpa - 06araToBUMIpHI MAaCHBHU JaHUX

(TeH3opu), sK1 MepeaaroThCA MK HUMHU.

Keras - ne inrepdeiic npuxnaagnoro nporpamyBanHs (API), skuil mpaitoe
noBepx TensorFlow. Bin 103Bosie KOHCTPYIOBaTH HEUPOHHI MEPEXKI SIK KOHCTPYKTOD,
onepytoun nouartamu Layer, Model, Optimizer, npuxoByOUYn CKJIaJHI MaTeMaTUYH1

NEPETBOPEHHS TEH30pPIB “TiJl KaroToM” .
OO6rpyHTyBaHHs BUOODY:

o Sequential API: Jlns peamizamii Autoencoder OyJio BHUKOPUCTAHO
nocuiioBHy wmonenb (keras.models.Sequential a6o dyukmionansuuii API), 110
JTO3BOJISE JITHIMHO HAHU3YBATH IIapU €HKOJAEpa Ta IeKOAepa.

o ABtomatuuHe qudepenuitoBanusa: TensorFlow aBToMaTnyHO OOGYHCITIOE
Ipai€eHTH ISl 3BOPOTHOTO TommpeHHs nmomuiku (Backpropagation), mo 3BUIBHSIE

JIOCIIITHUKA BiJl HEOOX1THOCTI Bpy4HY peajli30ByBaTH CKJIaJH1 MOX1AHI (PYHKIIIHA BTpaT.
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° Eager Execution: PexkuM HerailHOro BHUKOHAHHSI J03BOJISIE OIIHIOBATH
omeparlii Bijipasy, 0e3 modyaoBu rpadip, MO CIPOCTUIO HAIAroKEHHS MOJIEIl Ta

aHaJ13 MPOMDKHHUX 3HAYEHb TEH30PIB 1] Yac PO3POOKH.

[leHTpambHUM  €JIEMEHTOM  IHTEJCKTYaJdbHOI  CHUCTEeMH  3aXHCTy €
ABTokoayBanbHUK. lle cmenudiunuil TN HEUPOHHOT Mepexi, SIKUNA HaBYAETHCA
KOITIIOBATH BX1H1 TaH1 Ha BUX1J, MPOXOsa4un yepe3 “By3bke ropisio” (bottleneck) - map

31 3MEHIIICHOI0 PO3MIPHICTIO.

VY monyni HaB4aHHs (program.ipynb) po3poOJieHO Ta peanizoBaHO HACTYIHY

TOTIOJIOT1I0 MEPEXKIi:
l. Bxiguuit map (Input Layer):

[Ipuiimae BekTOop 13 78 O3HaAK, IO BIAMOBIAAE CTPYKTYpl JaHHX IIICIS

nonepeaHboi 00poOKku (ouuIieHHs Ta HopMmaiizaiis gatacery CIC-IDS 2017).
2. Enkonep (Encoder):

Cepia noBHO3B's13HUX 1IapiB (Dense), 110 MOCTYNOBO 3MEHIIYIOTh PO3MIPHICTh
naHux. MeTa eHkojiepa - BUIYyYUTH HAOLIBII 3HAUYII JATEHTHI 03HAKW HOPMaJILHOTO

TpadiKy, BIIKHHYBIIU [TyM.

o [ap 1: 64 weitponu, pynkuis aktuBauii ReL.U.
o [ap 2: 32 weitponu, ¢pynkiis aktusaiii ReL.U.

o [Tap 3 (Bottleneck): 16 neitponis, pyHnkiis akrubarii ReLU.

Bubip ReLU (Rectified Linear Unit): Bukopucranns gyuskuii f(x) = max(0, x)
JI03BOJISIE YHUKHYTH TMPOOJIEMH 3HHKAIOUOTO TPAJI€HTAa Ta TPUCKOPUTH 301KHICTH

MOJIEJTi TIOPIBHSHO 3 TIMEpOOIYHUM TaHTE€HCOM [29].

3. Hexonep (Decoder):
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JI3epkanbHa CTPYKTypa, IO HAMaraeTbCs BIIHOBUTH IIOYAaTKOBI JaHi 31

CTHUCHEHOTO mpejicTaBieHHs (3 16 o3Hak Hazan 10 78).
o [Tap 4: 32 neitponu, aktupailis ReLU.
o [ap 5: 64 weitponu, aktupailis ReLU.
4. Buxiguuii map (Output Layer):

Mictute 78 HelpoHiB. Ha 1poMy Imapi BUKOpPHUCTAHO (DYHKIIIIO aKTHBAIlli

Sigmoid.

OckiabKM BX1JHI JaHl OyJd HOpMalli3oBaHi 3a jormoMoror MinMaxScaler y
nianasoH [0, 1], BUXig Mepexi TaKoX MOBUHEH OyTH OOMEXEHH UM J1ana30HOM.
Bukopucranns miniiHOi akTtuBaiii abo ReLU nHa Buxomi mnpusBogmwio 6 [0

HEKOPEKTHUX 3HAYEHb PEKOHCTPYKIIII Ta HEMOXJIMBOCTI HABYaHHS MOJIEIII.

Model: "functional_ 1"

Layer (type) Output Shape Param #
input layer 1 (InputLayer) ( , 78) %]
dense 6 (Dense) ( , 64) 5,856
dense 7 (Dense) ( , 32) 2,080
dense 8 (Dense) ( , 16) 528
dense 9 (Dense) ( , 32) 544
dense 10 (Dense) ( , 64) 2,112
dense 11 (Dense) ( , 78) 5,870

Pucynok 2.4 — Apxitekrypa Autoencoder



52

Bubip @yHkuii, ska OI[IHIOE SKICTh PEKOHCTPYKIIi, CTaB OJHUM 13

HAWCKJIAIHIIINX €TAIB JOCIIKEHHS.
Excnepument 1: Mean Squared Error (MSE)

CHO‘I&TK}/ BHKOPHUCTOBYBAJIACA CCPCAHbOKBAAPATHYIHA IIOMUJIKA:
1 o N2
MSE = HZ(YL- - Y1)

OpHak, eKCIEepUMEHTH [OKa3aId, [0 HasABHICTh HaBITh HE3HAYHHUX
CcTaTUCTUYHHUX BUKUAIB (outliers) y “HopmanbHOMY” Tpadiky (Hampukiaa, pPlLAKICHI
MaKeTH BEJIMKOTO pO3Mipy) pu3BoAmIIa 0 Toro, o MSE “Bubyxana”. KBagpatuuna
GyHKLIS Hajxae HAAMIPHY Bary BEJIMKUM T[OMHJIKAaM, 3MYIIYIOYM MOJEIb

(dboKkycyBaTHUCsl HA BIATBOPEHHI BUKHU/IIB, a HE 3araJiIbHOI CTPYKTYpHU Tpadiky.
Excnepumenrt 2: Mean Absolute Error (MAE)

Jlns BupilieHHS 1€l mpoOsiemMu OyJio 3IMCHEHO TMepeXii Ha CEePEelIHI0

a0COIOTHY TOMUJIKY:

PesynbraT: MAE BusiBunacsa criiikoto (robust) qo BukuiaiB. BoHna mniHilHO
mTpadye MOMHIKH, IO TO3BOJWJIO CTAOUII3yBaTH MPOIEC HABYAHHSA Ta JOCITTH
3HaueHHs1 QyHkuii BTpar < 0.01 nHa BampgamiHii Bubipmi. Came MAE
BUKOPHCTOBYETHCS B (DIHAIBbHIN cucTeMI (main.py) sk Mipa aHoManbHOCTI: Ko MAE

NaKeTy MEePEBUIILYE MOPIT, BiH BBAXKAETHCS aTAKOIO.

[Iponiec maBuanHsa mojmeni (training loop) OyB peani3oBaHUN 3a JOTOMOTOIO

metony .fit() 616motexu Keras y cepenosuii Jupyter Notebook (program.ipynb).

1. Ontumizarop Adam (Adaptive Moment Estimation):
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Buxopucrano anroputm Adam, sikuii kom6inye i1ei RMSProp Ta Momentum.
Bin aBTOoMatmuHO ananrtye ImBUIKICTh HaB4aHHSA (learning rate) s KOXKHOTO
napameTpa okpemo. lle mo3BonamiIo Momeni MBHAKO 3HAWTH TIOOATBHHA MIHIMYM

GbyHKINT BTpaT 6€3 He0OX1THOCTI pYYHOTO HATAIITYBaHHS KPOKY IPaJllEHTHOTO CITyCKY.
2. [TapameTpu HaBYAHHS:

o Enoxu (Epochs): 20. ExcnepuMeHTanbHO BCTaHOBJICHO, 110 20 MOBHHUX
MPOXOJIB 1O JaTaceTy JOCTaTHbO s crabimizanii (yHKII BTpaT 0e€3 PHU3UKY

nepeHaBuanHs (overfitting).

o Posmip nakery (Batch Size): 32. Bukopucranns MiHi-niakeTiB (mini-batch
gradient descent) 3a0e3neumsio OallaHC MDK MIBHUAKICTIO OOYHCIEHb Ta TOYHICTIO

OHOBJICHH: Bar.

o Shuffle: IlepemimryBaHHA AaHMX Mepel KOXKHOK €MOXOI0 3arodirae

“3amam'sITOBYBaHHIO MOPSIIKY MPUKJIIAIB MOACILIIO.
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HaeuaHHA Autoencoder

Epoch 1/20

16547/16547 76s 4ms/step - loss: 0.0134

Epoch 2/28

16547/16547 88s Sms/step - loss: 0.0062

Epoch 3/20

16547/16547 87s 5ms/step - loss: 9.0051

Epoch 4/20

16547/16547 138s 5ms/step - loss: 0.0047
Epoch 5/28

16547/16547 144s 5ms/step - loss: ©.0046
Epoch 6/28

16547/16547 139s 5ms/step - loss: 0.0045
Epoch 7/20

16547/16547 56s 3ms/step - loss: 0.0045

Epoch 8/20

16547/16547 87s 4ms/step - loss: 0.0044

Epoch 9/20

16547/16547 70s 4Ams/step - loss: 0.0044

Epoch 18/20

16547/16547 69s 4ms/step - loss: 0.0044

Epoch 11/20

16547/16547 62s 4ms/step - loss: ©.0043

Epoch 12/20

16547/16547 62s 4Ams/step - loss: ©.0043

16547/16547 51s 3ms/step - loss: 0.0042

Epoch 20/20

16547/16547 55s 3ms/step - loss: @.0042

Pucynok 2.5 — HaBuanns moaen Autoencoder

[Ticnss 3aBepiieHHs HaBYaHHA MOJENb HEOOXiMHO OyJI0 EKCIOPTYBaTH IS
BUKOPUCTAHHS Y MOJIYJII IETEKTYBaHHS peaibHOTO Yacy (main.py). TensorFlow Hamae

1151 iboro popmat HDFS (LhS5).
Merton autoencoder.save('autoencoder full.h5') 36epirae:
1. ApxiTeKTypy Mojienl (KUIbKICTh 11apiB, HEUPOHIB).

2. Baru Bcix HEeHpOHIB (OTpUMaHi B pe3yJIbTaTi HABYAHHS).
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3. Konpiryparito onmrumizatopa (J103B0JII€ IPOJOBKUTH HABYAHHS 3 TOTO XK

MICIIS).

[le 3a0e3medmiio MOXKIUBICTD “Taps4oro” 3aBaHTAKEHHS MOJENI Y CKPUMT
main.py 3a gornomororo (pyukuii load model() 6e3 HeoOXiaHOCTI BUTpayaTu yac Ha
TIOBTOPHE HABYAHHS MPH KOKHOMY 3aIlyCKy cHcTeMu 3axucTy. Lleit miaxin mo3Bodsie

qiTKO po3aiauTy a3y HaBuaHHs (offline) Ta daszy ekcrmyarartii (online).

Bukopucranns TensorFlow Ta Keras mo3Bommiio peanizyBaTH CKJIagHy
apXITEeKTypy MIMOOKOTO aBTOKOJYBaJbHUKA, 3JJaTHOIO BUBYATH MPUXOBAHI MATEPHU

HOPMaJIbHOT OBEIIHKK Mepexi.[29,30]
KimrouoBuM JOCATHEHHSIM Ha IbOMY €Talll cTajla ONTUMI3allisl apXITeKTyPH:

o Buxopucranus MinMax wmacmraOyBaHHA y ToOe€qHaHHI 3 Sigmoid
aKTHBAIIIEIO JJI Y3TOJKEHHS J1alla30HIB JIAHUX.
o 3amina ¢yskuii BTpatr MSE Ha MAE U1 miBUILIEHHS CTIHKOCTI /0

CTaTUCTUYHHX BI/IKI/I}_IiB Y HaBUYAJIbHUX JdHHUX.

Ile mO3BOJWIIO CTBOPUTU MOJIEb, KA JEMOHCTPYE BHCOKY UYTJIHMBICTH J10

anomanit (NIDS), uo miaTBepIKEeHO €KCTIEPUMEHTATBLHO B HACTYITHUX PO3iiIax.

2.4 Bizyaumi3alisa pe3ysibTaTiB Ta cepiaiizaiii Moaenei

3aBepiasbHUM 1 KPUTUYHO BXKIIMBUM €TarioM PO3POOKU MTPOTrPaMHOTO
KOMIJIEKCY € 3a0€3MeUeHHs HOTO aBTOHOMHOCTI, BIITBOPIOBAHOCTI PE3yJIbTATIB Ta
MO>KJIMBOCTI IHTEpPIPETALlil OTpUMaHuX JaHuX. Lleil eTan oxorioe peanizaiito
MeXaH13MiB 30€peKeHHs] HAaBYEHUX MapaMeTPiB CUCTEMU ISl iX MOAAIIBIIOTO
BUKOPHCTAHHSA B PEKUMI PEAIbHOTO Yacy, a TAaKOX 3aCTOCYBaHHS 3ac001B rpadidyHoi

Bi3yastizailii Jj1s1 HAyKOBO1 BaJlijiailii €()eKTUBHOCTI MOJIEIIEH.
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Jlist 3a6e3meueHHs MITICHOCTI poO0YOTo MPOIECy Ta MOKIHBOCTI pOOOTH
CHUCTEMH B PEXKHMI peasibHOTO Yacy OyJio peali3oBaHO MEXaHi3M MEePCUCTEHTHOCTI,
OCKIJIbKH TIPOIIEC TPEHYBAHHS HEHPOHHOI MEPEXi Ta CTATUCTUYHUX MOJIEICH Ha
MacHBI JJaHUX, 1110 MTePEeBUIIYE 2.8 MUIbIIOHA 3aMKCIB, € BKpail peCypCOMICTKUM 1

BHUMAara€ 3SHa4YHHUX 4aCOBUX BUTpPAT.

{06 yHHKHYTH HEOOX1THOCTI ITOBTOPHOTO HABUAHHS TIPHU KOKHOMY 3aITyCKY
CKpHITA JETEKTYBaHHs, OyJI0 BUKOPUCTAHO CIeliali30BaHi 010J10TeKH cepiami3aliii.
Jlst 30epeskenHs 00'exTiB ekocuctemu Scikit-learn, 30kpema mopeni Isolation Forest
Ta 00'€eKTIB onepeaAHL01 00poOKHU, Oysio 00pano 610110TeKyY Joblib, sika € OuTbII
e()EeKTHUBHOIO aIbTEPHATUBOIO CTAHIapTHOMY MOAYJIIO0 pickle mpu poOoTi 3 00'ekTamu,
10 MICTSTh BeJIMKI MacuBH JaHux NumPy. 3a monmomororo 1iei 0107110TeKHn HaBYEHA
Mozenb [solation Forest ekciopTyeThest y O1HapHU# (aiis, 30epirarouu CTpyKTypy

ACPCB piHIGHB Ta HOpOFOBi S3HA4YCHHA AJIs1 BUSIBJIICHHA aHOMaJIiH.

OkpemMuM 1, MOXKJIMBO, HAWBAKIIMBIIITUM aCIIEKTOM € 30epeeHHs 00'eKTa
HOpMaJIi3allli, OCKUIbKY eKk3eMIULsip kiacy MinMaxScaler mia yac HaBuaHHs (ikcye
MIHIMaJIbHI Ta MAaKCUMaJIbH1 3HaYEHHS U1l KOJKHOI 3 78 03HAK TPEHYBAJIbHOT BUOIPKH,
1 JIs1 KOPEKTHOI Ki1acuikallii HOBUX MaKeTIB y peaJbHOMY Yaci HE0OXiaHO
BUKOPUCTOBYBATH TOW CaMHUI €K3EMILUTAP CKeWsiepa 3 1IeCHTHYHUMH [TapaMeTpamHu, 110
rapaHTy€ MaTeMaTUYHY KOHCUCTEHTHICTb JaHUX MK €TalloM HaBUaHHS Ta €TaroM

eKCIUTyaTalrii.

Jiist 30epeskeHHs Moelni rOoKoro HaBuanHs Autoencoder Oyyi0 BUKOPUCTAHO
HatuBHuM popmar 616m10Teku Keras - HDFS, saxuii no3Bosise B oqHoMy daiii
30eperTu MOBHY apXITEKTYPy MEpexki, BKIIFOUAOUH KUTHKICTh IIapiB, HEHPOHIB Ta
GyHKLIT aKTUBAaLIi, a TAKOX MaTpPHUIIl BArOBUX KOE(ILIEHTIB Ta 3MILIEHb, OTPUMAaHI B

pe3ynbTaTi ONTUMI3AIL].
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[TapanenbHo 13 3a0€3meyeHHsIM aBTOHOMHOCTI CUCTEMH, JJIs1 HAyKOBOI
BaJIiJIallil OTpUMaHUX Pe3yJIbTaTiB Ta MTMOOKOI OLIIHKU SIKOCTI pOOOTH aJTrOprUTMiB
Oymo 3amistHO Gi0moTeku Bizyamizaiii nanux Matplotlib ta Seaborn, siki mo3BoIHIIHA
TpaHc(opMyBaTH CyXi YHCIIOBI METPUKH Yy HAOUHI TpadivyHi mpeacTaBIeHHS.
3okpema, 3a nonomororo Matplotlib Oysio noOyaoBaHo rpadiku qJuHAMIKY QYHKITT
BTpAT, IO Bi3yali3ylOTh 3MiHY MOMWJIKH PEKOHCTPYKIIIi HA TPEHYBaJIbHIN Ta
BaJIiIalliiHINA BUOIpPKax MPOTITOM €M0X HaBUaHHS, JO3BOJISIOUN MATBEPAUTH
301KHICTh MOJIEJI, JIarHOCTYBATH BIJCYTHICTh €(PEKTIB MepeHaBuUaHHs abo
HEJIOHABUAHHS Ta OOIPYHTYBATU BUOIpP KIJILKOCTI €MOX, JOCTAaTHRO1 JJIs cTabmi3amii

Bar HelpoMepexi.

JJist teTanbHOTO aHalli3y SIKOCTI Kiacudikallii 0yj0 BAUKOPUCTAHO MOKJIMBOCTI
010m10Texkn Seaborn AJid MOOY10BY TEIJIOBUX KapT, IO JO3BOJIAJIO Bi3yall3yBaTu
MaTPHUITIO TOXUOOK 1 HAOYHO MTPOJIEMOHCTPYBATHU CITIBBITHOIIIEHHS 1CTUHHO-
MO3UTHUBHKX, ICTHUHHO-HETAaTUBHIX, XMOHO-TIO3UTUBHHUX Ta XMOHO-HETAaTUBHUX
pe3yJbTaTiB, HAJA0UX MOXKJIMBICTh MUTTEBO OILIHUTH CJIa0K1 Miciis mozeni. Kpim
TOTO, 111 OOTPYHTYBAaHHS BUOOPY MOPOTY CIPAILFOBAHHS JIsl aBTOKOIyBaJIbHUKA
OyJI0 BUKOPHUCTAHO TICTOrpaMH pO3MOALTY TOMUJIKM PEKOHCTPYKIIIi, K1 rpadiuHO
MTBEPAWIIN YITKE PO3MEKYBAHHS MIXK KJlacaMu, e HOpMaIbHUHN Tpadik rpynyeThes
B 30HI MaJIUX MIOMUJIOK, & aTAKW YTBOPIOIOTh XapaKTEPHUN «XBICT» PO3MOJLTY 3
BUCOKHMMH 3HAYEHHSIMHU, 1110 CTAJI0 OCTATOYHUM JIOKa30M 3aTHOCTI MOJIEi

PO3PI3HATH CEMAaHTUKY MepekeBuX makeTin.[30,31]

Bucnoeku 0o po3oiny:

VY npyromy po3aii Marictepchbkoi poOoTH 31HCHEHO HayKOBE OOTPYHTYBaHHS

Ta TCOPCTUYIHC ITPOECKTYBAHHA iHTeHeKTyaJ'IBHO'l' CUCTCMHU BHUABJICHHSA MCPCIKCBUX
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anomaitiit ML-NADS. 3a pe3ynbraramu mpoBEACHUX TOCHTIKEHb (HOPMaTi30BaHO
NIOCTaHOBKY 3a/1a4i BUSBJIEHHS BTOPTHEHD SIK 3a]1a4y HaBYaHHS 0€3 YUHUTeJIs, 110
7103BOJIsI€ €(PEKTUBHO 11eHTU(IKYBAaTH HEBIJOMI paHillle 3arpO3U Ta aTaKu HYJIbOBOTO
THSI IUISIXOM aHaJli3y CTaTHCTUYHUX BIIXHJICHB BiJl €TaJOHHOI MOJIENi HOPMaJIbHOT

MTOBEIIHKHA MEPEXKI.

B sik0CT1 TEXHOJIOTIYHOTO MATPYHTS OOIPYHTOBAHO BHOIP MOBHU
nporpamyBaHHs Python Ta BiamoBimHOTO cTeKy 610mioTek, 30kpema Pandas i NumPy
JUTs1 BUCOKOE(EKTUBHOT 0OpOOKH Ta BEKTOpHU3AIlil BEJIMKUX MAaCUBIB TaHuX, Scikit-
learn niis peanizanii metoay Isolation Forest Ta monepenuboi 00po0OKH, a TaKoXk

¢dpetimBopky TensorFlow/Keras ajist moOyaoBu Mozeneit riimOoKoro HaB4YaHHS.

LleHTpanbHUM €JeMEHTOM PO3p00JICHOT apXiTEKTYPH CTajla CIIPOEKTOBAaHA
MOJIE/Ib TIMOOKOT0 aBTOKOyBaJIbHUKA 3 ONTUMI30BaHOKO TOMOJIOTIE0, (DYHKITISIMHU
axtuaiii ReLU Ta Sigmoid, a Takox cTiiiKOr0 10 BUKUAIB (pyHKII€I0 BTpaT Mean

Absolute Error.

Kpim Toro, chhopmMoBaHO MaTeMaTuyHy MOJIENb MONEPEAHBOI 00pOOKH JaHUX,
110 0a3yeThcsl Ha MEeTO/I1 HopMmadizallii MinMax Scaling ta ctparerii One-Class
Learning, sixa nependayae HABYAHHSI CUCTEMH BUKJIFOUHO Ha JIETITAMHOMY TpagiKy

1u1st popMyBaHHSI POGIITI0 HOPMH.

Po3po6iieHa cTpykTypHa cxemMa CUCTEMH OMUCY€E B3a€EMOJIIO0 IBOX KITFOUOBUX
KOMITOHEHTIB: MOJyJIsl HABUAHHS, SIKMI BINOBIAA€E 3a FeHEepaliio Ta 30epexeHHs
MOJIeJIeH, Ta MOJTYJIsI IETEKTYBaHHS, 110 3/1HCHIOE CHIPIHT TpadiKy Ta IPUAHATTS
pllIEHb HA OCHOB1 PO3Pax0BAHOI0 aJalITUBHOIO MOPOTY, CTBOPIOIOYN HEOOXITHY
TEOPETUKO-METOO0JIOTIUHY 0a3y JIJIsl MPOrpaMHOi peani3allli Ta eKCIIepUMEHTAIbHOTO

JIOCITIKEHHS.
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PO311J1 3. IPOI'PAMHA PEAJII3BALIA TA EKCHIEPUMEHTAJIBHE
JOCJIIXKEHHSI CACTEMU BUSIBJIEHHSI MEPEXKEBUX AHOMAJIIM

3.1 Ilporpamua peamizairis eTamy MmiArOTOBKY JaHUX Ta HABYAHHS MOJIETIEH

Jlist peanizaiii Ta €KCIEPUMEHTAIBLHOTO JOCIHIJKEHHS CHUCTEMH BUSIBICHHS
BTOPTrHEHb OyJI0O BUKOPHUCTAHO amapatHy KoH(irypaiito, mo ckianaerses 3 16 I'b
onepatuBHOi naM'ati Ta BiieokapTyNVIDIA GeForce RTX 3050 3 6 I'b Bineonam'sri.
Takuii oOcsr onepaTUBHOI NaM'ITI € KPUTHYHO BAKIMBUM JUIsl €Tally MONEpPEAHbOI
00poOKHU NaHuX, OCKUIbKU BUKopucTanuii HaOip ganux CIC-IDS 2017 € Hag3zBu4aitHo
00'eMHUM 1 MICTUTh TOHAJ] 2,8 MiNbiiOHA 3aIlKCIB, KOXKEH 3 SKUX OIMHUCYEThCS 78
CTATUCTUYHMMH O3HAKaMH. 3aBAaHTAKEHHS MOBHOIO OOCATY LIMX JAHUX Y CTPYKTYpPYy
DataFrame 010mioteku Pandas, iX ouuIineHHs Ta BUKOHAHHS omnepaliii Hopmami3amii
BUMAarae OJHOYaCHOrO0 YTPUMaHHS B MaMm'siTi 3HAYHUX MacuBiB 1H(popmari, 1 came
HasBHICTH 16 I'b 103BOMsIE YHUKHYTH BUKOPHUCTAHHS MOBLIBHOTO (ailily MmiIKauku Ta
3a0e3nedye CTabUIBHICTE POOOTH CEpPEOBUINA PO3POOKM MiJl Yac MaHIMyJAMmiid 3

JTaHUMH.

VY cBoto uepry, HasBHICTh quckpeTHoi BimeokapT NVIDIA GeForce RTX 3050
CTaJla BH3HAYaJIbHUM (aKkTOpoM i €(PEeKTUBHOIO HABYAHHA MOJEINI TNIHMOOKOIo
aBTOKOAYBAJIbHUKA. 3aBASKA TMIATPUMIN apXITEKTypH TMapajielbHUX OOYHCIIECHB
CUDA, 616miotexa TensorFlow aBToMaTH4HO MEPEHOCUTHh OCHOBHE OOYHMCITIOBAIHLHE
HAaBAaHTA)XCHHSA, TOB'SI3aHE 3 TUCAYaMH MATPUYHHUX OIEpamiii Ta 3BOPOTHUM
MOIMUPEHHSAM TOMWIKH, 3 IIEHTPAIBHOTO Mporiecopa Ha TpadivHi sjpa BiACOKapTH.
Bineonam'atb obcsrom 6 I'b mpu 1bOMy BHUKOPUCTOBYETHCS IJis 30€piraHHs Bar

HEHPOHHOI MEpEX1 Ta MAKETIB JaHUX 0e3MOCepeHBO IMi]T Yac iTepailiii HaBYaHHSI.
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Take amapaTHe MPUCKOPEHHS JO3BOJUIO CKOPOTHUTH Yac MPOXOKEHHS OJHIET
eToX1 HaBYaHHSI 3 TOAMH JI0 JTIYEHUX CEKYH/I, IO AaJI0 MOXJIUBICTh TPOBECTH IIUPOKY
Cepil0 EKCIEepUMEHTIB 3 HaJaIlITyBaHHS TilmeprnapaMerpiB MOJENl Ta JOCSTTH

ONTHUMAJIbHUX IMOKA3HUKIB TOYHOCT] BUSIBJICHHS aTak.

Po3poOka mporpaMHOro KOMIUIEKCY  PO3MOYMHAETHCS 3 1HIMiamizamii
Cepe/IoBHUINA Ta MIAKIIOYCHHS HEOoOXigHuX O010J110TeK, cepel SKUX KIIOYOBY POJIb
Bimirpatote Pandas mist maninmynsmii Tabmuaaumu ganumu, NumPy it miHiHHOT
anredpu, a TaKOK CUCTEMHI MOJTyJIi 0s Ta glob st B3aeMoii 3 (paitsioBo0 CUCTEMOIO.
VY nmepuniii KOMIpIi KOJYy peali30BaHO CTPATETil0 PO3JUICHHS JaHUX, SKa €
(GyHIaAMEHTAIBHOIO JJI1  OOpaHOr0 METOAY BHUSBICHHA aHOMaliid. OCKUIbKU
apxITeKTypa aBTOKOJYyBaJIbHUKA Mepen0dadyae HaBUAHHS BHUKJIIOYHO HA JIETITUMHOMY
tpadiky (One-Class Learning), s popMyBaHHs TpeHyBasibHOI BUOIpku df train Oyiio
ninecnpsiMmoBaHo obpano ¢ain Monday-WorkingHours.pcap ISCX.csv. Lleit BuGip
OOIPYHTOBAaHMUI THM, IO 3T1IHO 3 JokyMeHTauiero aaracery CIC-IDS 2017, tpadik
NEPIIOro JHS €KCIIEPUMEHTY HE MICTUTh >KOJHUX KiOeparak, 110 J03BOJISIE MOJENI
chopMmyBaTH €TajJOHHUN TPO(dIIL HOPMATBLHOI TMOBEIIHKM Mepexi 0e3 IIyMiB Ta

AHOMAJIbHUX BKPAIlJICHb.

[TapanensHo 3 nuM BigOyBaeThesa (opmyBaHHS TecToBoi BHOipku df test, sika
Mae BigoOpaxaTH peaibHl YMOBH (DYHKI[IOHYBaHHS CHCTEMH, JI€ 3yCTPIUalOThCS SK
HOPMaJIbHI TaKEeTH, TaK 1 PI3HOMAaHITHI 3arpo3u. 3a aomnomoroto 0i6mioreku glob
3IMCHIOETBCS aBTOMATUYHUN mMomyk ycix HasBHMX CSV-¢aiiniB y aupektopii 3
JAHUMHU, TICTS YOT0 MPOTPAMHHM aJIrOpPUTM BiAGUIBTpOBYE Gdalia MoHEAUTKa, 100
YHUKHYTHU TyOJIFOBaHHS JaHUX Yy HABUAJHLHOMY Ta TECTOBOMY HaOopax 1 3a0e3neunTu
YUCTOTY eKkcrnepuMeHTy. Pemira aiiniB, mo MicTsaTh 3anucu Tpadiky 3 BIBTOpKa IO
I ITHUITIO Ta BKJIIOYAIOTh MUpokuii crektp arak (DDoS, PortScan, Web Attacks,
Infiltration), TOCHIAOBHO 3YUTYIOTBCS Ta arperyrOThCd y THUMYACOBHM CIHCOK.

3aBepiianbpHOI0  OMEPAI€l0 IHOTO €Talmy € KOHKAaTeHAIlis BCIX 3aBaHTaXEHUX
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¢bparMeHTIB B €IMHUN MacHB JIaHUX 3a TOMOMOToI0 PpyHK1ii pd.concat 3 mapameTpom
ITHOpYBaHHS 1HJEKCIB, IO 3a0e3nedye MUICHICTh CTPYKTYPH OTPUMAHOIO
natadperiMmy. Takuil TiAX1J TO3BOJIMB OTPUMATH JIBa YITKO PO3MEKOBaHI Habopu
JTaHUX: “4ucTy’ TpeHyBallbHYy BHOIpKy oOcsrom moHan 500 Tucsd 3ammciB s
HABYaHHS HEUPOHHOI MEpeXkl Ta Penpe3eHTATUBHY TECTOBY BHOIpKY 00CITOM MOHA
2.3 minbiioHa 3amuciB a7 00 €KTUBHOI MEPeBIpKH i €(PEeKTUBHOCTI Ha HEBIIOMHUX

paHillle JaHKX.

import pandas as pd

import numpy as np

import matplotlib.pyplot as plt
import seaborn as sns T
import glob T

import os

path to data = 'Data’

print("3aBaHTakeHHA TpeHyBaibHUX AaHux (Monday)™)
df train = pd.read csv(os.path.join(path to data, "Monday-wWorkingHours.pcap ISCX.csv"))

all files = glob.glob(os.path.join(path _to data, "*.csv"))
test files = [f for f in all files if "Monday-WorkingHours" not in f]

print("3aeaHTakeHHA TecToBMX AaHux (iHwi 7 dainie)")
list of dfs = []
for filename in test files:

print(f"3aeaHTakyeTbcA ¢ain: {filename}™)

df temp = pd.read csv(filename)

list of dfs.append(df_temp)

df test = pd.concat(list of dfs, ignore index=True)
print("\nﬂEH@ ycniwHo pozaineHi Ha df _train Ta df test.™)

print(f"Poamip TpeHyeancHux panux (df train): {df _train.shape}")
print(f"Poamip TecToBMx Aanux (df test): [df test.shape}™)

Pucynok 3.1 - [Himianizariis cepeaoBuiia

[Ticns ycminHOTo 3aBaHTaKEHHS Ta PO3AUICHHS] MACUBIB IaHUX HA TPEHYBAJIbHY

Ta TECTOBY BUOIPKH, HACTYITHUM KPUTHYHUM €TarlOM CTaja ixHs rIIuOoKa MmonepeaHs
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o0pobOka. “Cupi” mani MepexeBoro TpadiKy YacTO MICTATh IIYMH, HEKOPEKTHi
3HaueHHA a00 (opmartH, IKi YHEMOXKIIMBIIIOIOTh MPSIME 3aCTOCYBAaHHS MaTEMaTUYHUX
ITOPUTMIB. Y APYTid KOMIPII KOy peajli3oBaHO KOMIUICKCHUH MIIX11 10 OYUIIEHHS
Ta TpaHchopMallil TaHUX, SKUH PO3MOYMHAETHCS 3 CTaHAapTHU3allli Ha3B aTpUOYTIB.
Bukopucranns merony .str.strip() st 00 €KTIB CTOBIIIIB J03BOJUIO aBTOMAaTUYHO
BUJAIUTU 3aiiBl MpOOUIM Ha MOYATKy Ta B KIHII HAa3B 3MIHHHX, IO € MOLIUPEHOIO
npobiemoro B CSV-daitnax 1 Moxke MPU3BOJUTH 10 TOMHJIOK JOCTYITY 32 KIIIOUEM y
nojaibiomy. Jlami 6ys0 BUKOHAHO PO3/iIEHHS HA0OPIB JaHUX HA MATPUIIO O3HAK Ta
BEKTOp IUILOBUX MITOK JlJIs TpeHyBaibHOI BHOIPKH, SIKa CKJIAIa€ThCA BUKIIOYHO 3
HOPMAaJILHOTO TpadiKy, BEKTOP MITOK (hopMaibHO 30epiraeThbes Il KOHTPOJIIO, X04a B

npolieci HaB4aHHs Autoencoder BIH HE BUKOPUCTOBYETHCS HAIPSIMY.

KirrogoBrM eTanmom miAroTOBKH CTaja MpoIeaypa OUUIIECHHS YUCIOBUX JaHUX.
Ockineku gatacer CIC-IDS 2017 wmicTtuTh 3MilaHI TUNHA JAaHUX Ta crerudivHi
MO3HAYCHHS TOMUJIOK, Oysio 3acTtocoBaHo (yHKIO pd.to numeric 3 mapameTpom
errors= coerce . Lle M03BOJIMIO MPUMYCOBO NEPETBOPUTH BCl 3HAUEHHS O3HAK Y
YUCJIOBUN (DOopMaT, aBTOMATUYHO 3aMIHIOIOYM Oy/b-sKi TEKCTOB1 BKpAIUICHHsS a0o
MOMUJIKM Ha cTaHAapTHUN mapkep BiacyTHocTi gaHux (NaN). Okpemy yBary OyJio
npualieHo oOpoOIill HeckiHYeHHUX 3HadeHb (Infinity), siki 4yacTO BHHUKAIOTH TPH
pPO3paxyHKy CTAaTUCTUYHUX TIOKA3HMKIB (HAMPUKIAM, TpPH UICHHI Ha HYJIbOBY
TPUBAJICTh MOTOKY). Taki 3HaueHHs Oynu nporpaMHo 3aMmineH1 Ha NaN, micist yoro Bci
PSIKY, IO MICTUIM Xo4a O onHe mpomyiieHe ab0 HEKOPEKTHE 3HAaueHHS, Oyiu
BUJIAJICH] 3 BUOIpkKU meToaoMm dropna. BaxiauBo 3a3Ha4yMTH, LIO MICJST BUAAICHHS
“OpynHUX” PAIAKIB 3 MAaTPHUIll 03HAK X, OyJI0 BUKOHAHO CHHXPOHI3aIlil0 BEKTOPa MITOK
y 3a iHAeKcoM, o0 30eperTd MUUTICHICTh BIAMOBITHOCTI MK JaHUMU Ta IiX
Kkiacudikaiiero. AHajgoriyHa nporeaypa ourieHHs Oyia J3epKajibHO 3aCTOCOBaHA 1
JI0 TECTOBOT'O HAOOPY JaHMX, 1110 TapaHTy€ OJHAKOBY CTPYKTYPY BX1JHHX BEKTOPiB Ha

eTarax HaBYaHHS Ta eKCILTyaTallii.
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3aBepmaabHUM 1 OJHUM 3 HaWBAKIIMBIIIAX KPOKIB MIATOTOBKU JaHUX CTasia iX
HopMaizalis. OCKiJIbKA HEHPOHHI MEPEXi, 30KpeMa aBTOKOAYBAJIbHUKH, YYTIUBI J0
MacmTaby BXIJHUX JaHUX, a O3HAKH MEpPEX)EBOTro Tpadiky MaioTh Pi3HI Jiara3oHu
BUMIpIOBaHHs (BIJl OJUHMIIL JIO MIUIbHOHIB), Oyno oOpaHo wmeton MinMax-
HOopMani3alli. 3a jgomomMororw kinacy MinMaxScaler 3 6i6miotexku Scikit-learn yci
YHUCJIOB1 3HAaYeHHs OyNv MpuBeeHi 0 miana3ony [0, 1]. MeTomoa0ri4HO BaKJIMBUM €
Te, 10 HaBYaHHsA ckeunepa (meton fit) MpoBOAMIIOCS BUKIIOYHO HA “‘UUCTUX
TpeHyBaIbHUX naHux (X train). I{e mo3Bonmio 3adikcyBaTH mapamMeTpu MiHIMyMy Ta
MaKCUMyMYy, XapakTepHI came JJisi HOPMaJIbHOI TMOBEIIHKM Mepexi. TecToBi naHi
(X _test) 3rogom TpanchopmyBanucs (MeToj transform) Ha OCHOBI MapaMeTpiB,
OTPUMAaHUX 3 TPEHYBaJIbHOI BUOIpKU. Takuii miaxig 3ano0irae siBULLy “‘BUTOKY JaHUX
1 TapaHTye, 110 MOJIeTh CIPUIIMaTUME aHOMAJIbHI BIXUJICHHS B TECTOBUX JAHUX CaMe
K aHOMaJIii, 110 BUXOJSTh 3a MEXI1 3BHYHOIO MacITady HOpMalbHOTO Tpadiky. Y
pe3ynbTaTi BUKOHAaHHA LBOrO OJOKYy Koay OyJ0 OTpHUMaHO [Ba MAaCHBH -

X train_scaled ta X test scaled, ski € MOBHICTIO TOTOBUMHM JJIsl TOJlayi Ha BXIiJ

aJ'IFOpI/ITMiB MAaIllMHHOT'O HaBYaHH:.



from sklearn.model selection import train_test split

from sklearn.preprocessing import MinMaxScaler

df train.columns = df train.columns.str.strip()
df test.columns = df test.columns.str.strip()

print("0O4nweHHA TpeHyBanbHUX AaHux™)

y_train
X_train

X_train

X_train.
.dropna(inplace=True)

X_train
y train

df _train['Label']
df train.drop(’'Label’, axis=1)

X _train.apply(pd.to_numeric, errors='coerce')
replace([np.inf, -np.inf], np.nan, inplace=True)

= y train.loc[X train.index]

print("0uMieHHA TeCcTOBUX AaHux")

y_test
X _test

X test
X test.
X test.

r
d

df test['Label']
df test.drop('Label’, axis=1)

X test.apply(pd.to numeric, errors='coerce')
eplace([np.inf, -np.inf], np.nan, inplace=True)
ropna(inplace=True)

y test = y test.loc[X test.index]

print(”faHi ouwmweHo Ta po3dineHo.”)

print(“"MacwTtabysaHHA faHux (MinMaxScaler)™)
scaler = MinMaxScaler()

scaler.fit(X train)

X_train_scaled = scaler.transform(X_train)
X _test scaled = scaler.transform(X_test)

Pucynox 3.2 — O6poOka nanux
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Hactynaum eramom mporpamHoi peanizaiii ctana nmoOymoBa 0a30BOi Mojeni

BUSIBJICHHSI aHOMaJTiii Ha OCHOBI anroputMy Isolation Forest. ¥ TpeTiii komipii koay

3MIIUCHIOETHCS IMIOPT BIAMOBIAHOTO Kiiacy 3 6i0mioTexu Scikit-learn Ta iHiIami3aris

MoJiei 31 cierupIYHUMU TinepnapaMeTpaMu, afanTOBaHUMHU i YMOBUA HaBYaHHS Ha

«aucTUX» JaHuxX. KIFO4OBMM HaNamTyBaHHSM € TapaMmeTp contamination, sKAA
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BHU3HAYA€ OYIKYBaHy 4YacTKy aHOMajiii y HaB4yaibHIA BHUOipui. OCKUIBKH AJis
TPEHYBaHHSI BUKOPUCTOBYEThCS Tpadik “Monday”, sKuili BBaXKa€ThCsl JETITUMHUM,
3HAUCHHS IbOTO mapamerpa Oyno BcrtanoBieHO Ha piBHI 0.01 (1%). Lle pimenHs
0OyMOBJICHE HEOOXIJIHICTIO BpaxXyBaHHS MOXJIMBOIO CTaTUCTUYHOIO IIyMy a0o
HE3HAYHUX BIJIXWUJIEHb Y HOPMaJbHOMY TpadiKy, 3a1mo0iralouu nepeHaBYaHHI0 MOJIENI

Ha PIAKICHUX, alie Oe3MeYHUX MOIIsX.

Jlns 3a0e3nedyeHHs] BIATBOPIOBAHOCTI PE3yJbTaTIB E€KCIHEPUMEHTY IapameTp
random_state OyJo 3adikcoBaHO Ha 3HAYEHHI 42, 1110 TAPAHTYE 1ICHTUYHICTH TOOYI0BH
JepeB IMpPU KOXHOMY 3allyCKy KOay. 3 METOI ONTHMI3allii 4Yacy OOYHUCICHb
BUKOPHUCTAHO MapamMeTp n_jobs=-1, SKuii T0O3BOJISIE AITOPUTMY 3aJIATH BCl JOCTYIMHI
Apa UEHTPAIBHOIO IpoLecopa Juisl apaienbHoi No0y10BU aHcaMOitto Aepes. [porec
HaBYAHHS 1HIIIIOETHCS MeTO0M fit, Ha BX1J1 SIKOTO MOJIA€ThCSI HOPMaTi30BaHUI MacUB
X train_scaled. I1ix yac BUKOHaHHS IILOTO METOAY AJITOPUTM Oyay€e HaO1p BUMTAAKOBUX
JIEPEB pILIEHb, SIKI (PIKCYIOTh CTPYKTYPY HOPMAIBHOTO MPOCTOPY O3HAK. TOUKM TaHUX,
110 BIANOBIAAIOTE HOPMAJbHIN MOBEAIHII Mepexi, MOTPeOyITh OLIBIIOI KIJIBKOCTI
pO3raTyeHb IS 130151111, TOJII SIK MOTEHINIHHI aHOMaTii OyayTh 1301b0BaH1 HA PaHHIX
eTanax NOOyAOBH JepeBa. YCHIIIHE 3aBEpLICHHS HaBYaHHS MIITBEPIKY€EThCA
BIIMOBIHUM TIOBIIOMJICHHSIM Y KOHCOJI, IMCas 4oro 060 ekt Mojeni model iso

TOTOBHI 10 BUKOPUCTAHHS I Kiacu(ikallii HOBUX JTaHHX.
from sklearn.ensemble import IsolationForest
model iso = IsolationForest(contamination=0.81, n jobs=-1, random state=42)
print(“HaeuyawHA Isolation Forest (Monday)")
model iso.fit(X train_scaled)

print("Moaens Isolation Forest HaBueHa")

Pucynok 3.3 — HaBuanns Isolation Forest
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[Tics 3aBepleHHs eTamy HaBYaHHS, KpUTHYHO BAXKIMBUM KPOKOM € BaJliJiarlis
pO3po0IIeHOT MOJIeNI Ha TeCTOBOMY HAaOOp1 JaHUX, SKUH MICTUTh peajibHI MPHUKJIAIN
kibepaTak. Y dYeTBepTili KOMIpI KOy peali30BaHO MPOIEIypy TECTYBaHHS, IO
PO3IMOYMHAETHCS 3 TeHepallli MporHo3iB ais macuBy X test scaled 3a momomororo
merony predict. Cneundika anroputmy Isolation Forest y 6i6mioteni Scikit-learn
MOJIATa€ y TOMY, IIIO BiH TIOBEpTa€ 3Ha4YeHHS -1 Jyu1si aHoMaiit Ta 1 11 HopMaabHUX
naHuX. OCKUIbKY Y BUX1THOMY JIaTaceTl MITKU KJIAClB MalOTh 1HIIUHN (opMaT (TEKCTOBI
sHaueHHs “BENIGN” Ta Ha3Bm arak), OyJi0 peasi30BaHO MpOorpamMHUiN OJIOK
HOpMaJTi3allii MITOK. 3a IOMOMOTOI cMCKOBOro BkJItOueHHs (list comprehension) Ta
nsMOa-yHKIIA BUXIAHI JaHI MOJENI Ta ICTHHHI MITKH TECTOBOi BHOIpKH OyJu
MPUBEJICH] 10 €quHOTO OiHapHOTO (popMmary, e 0 BiJiOBiIa€ HOpMaIbLHOMY Tpadiky,
a 1 - aram. Lg yHidikaris 103BoIMIa 3aCTOCYBAaTH CTAaHAAPTHI METPUKH OLIHKU SKOCTI

O1HapHOT KIacudikarri.

JUIst KITbKICHOT OLIIHKK POOOTH Mojell OyJio pO3paxoBaHO 3arajbHy TOYHICTh
(Accuracy) 3a nomomororw (yHKII accuracy score, ska BigoOpaxae BiJICOTOK
npaBWIbHUX mependadeHb. OMHAK, BPaXOBYIOUM IUCOANTaHC KJIAciB Yy MEPEKEBOMY
Tpadiky, OuIbII 1HGOPMATHBHUM € JAETAJIbHMM 3BIT MOpo  KiIacu]ikamiro
(classification report). Ilsg ¢yHKIisS reHepye TaONUIIO 3 KIFOUYOBUMH METPUKAMU:
touHicTio (Precision), moBHoTOIO (Recall) Ta F1-miporo uist KOKHOTO KJ1acy OKpeMo.
[le no3BOJIsIE€ AETANBHO MPOAHATi3yBaTH 3[aTHICTh MOJIEJ1 HE JIUIIIE BUSBIISATH aTakw,
ayie i MiHIMI3yBaTH KUTBKICTh XMOHUX CIIpaIlbOBYBaHb. JlJig Bi3yaiubHOI IHTEpIpeTaltii
pe3yJibratiB Oys0 modyioBaHo MaTpuilto nmoxuook (Confusion Matrix). Bukopuctanus
010mioTexkn Seaborn (sns.heatmap) A03BOJIUIO TMPEACTABUTH MATPULIIO y BUTIISIL
TEIJIOBOI KapTH, MO0 HAOYHO JEMOHCTPYE PO3MOJALI ICTUHHO-TIO3UTUBHUX, 1CTHHHO-
HETaTHUBHUX, XWOHO-TIOBUTHBHUX Ta XWOHO-HETaTMBHUX peE3yJbTaTiB. Takwid
BI3yaJIbHUI aHaji3 € HEOOXITHUM MJI PO3YyMIHHS TOTO, SIKI caM€ THUIU TTOMHJIOK

MEePEeBAXKAIOTh Y pOOOTI CTATUCTUYHOTO AJITOPUTMY 130JISIITH1.
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from sklearn.metrics import classification_report, confusion matrix, accuracy_score
import seaborn as sns
import matplotlib.pyplot as plt

y_pred iso = model iso.predict(X test scaled)
y_pred_iso _normalized = [1 if x == -1 else @ for x in y _pred_iso]
y_test normalized = y test.apply(lambda x: 1 if x != "BENIGN' else @)

accuracy = accuracy_score(y_test normalized, y pred iso normalized)
print(f"3arancHa TouyHicTe momeni: {accuracy * 10@:.2f}%\n")

print("3eit no knacupikauii:")
print(classification report(y test normalized, y pred iso normalized, target names=['Hopma (©)', 'ATaka (1)']))

print(“"MaTpuua noxubok:")

cm = confusion_matrix(y_test normalized, y pred_iso normalized)

sns.heatmap(cm, annot=True, fmt="d', cmap="Blues’, xticklabels=['Hopma', '"Ataka'], yticklabels=["Hopma', 'ATaxka'])
plt.xlabel('Mporxoz")

plt.ylabel('PeancHuii’)

plt.show()

Pucynok 3.4 - Ouinka eextuBHocTi Mozeni [solation Forest

KitouoBuM eneMeHTOM po3po0JIEHOI CUCTEMH € MOJTYJIb TJIMOOKOTO HABUYAHHS,
peanizaliis IKOro HaBeJeHa y BOCBMiil KOMIpII MPOrpaMHOro koay. st CTBOpEeHHs
HEHPOHHOI Mepexi Tumy “ABTOKOMyBaibHUK (Autoencoder) Oyio BHKOpPHUCTaHO
BucokopiBHeBuit APl Keras, mo Bxomuth a0 ckiagy Oi0mioteku TensorFlow.
ApXITEeKTypa Mepexl CIPOEKTOBaHA 32 CUMETPUYHHUM TMPUHIIUIIOM 1 CKJIAJIA€ThCA 3
nBoX (GyHKIIOHATBLHUX OJIOKIB: €HKOJiepa Ta jJekojaepa. Ha BXimHMiA map mogaeTbes
BEKTOpP O3HAaK, PO3MIPHICTh SIKOTO BHM3HAYA€THCS ABTOMAaTHYHO Ha OCHOBI
MacmTaboBaHOTo TpeHyBasibHOrOo HaOopy X train scaled (78 ueiiponiB). Enkogep
MOCJIIJIOBHO CTUCKAa€ BXIJHI JlaHI 4Yepe3 cepito MOBHO3B s3HMX IapiB (Dense) 3i
3MEHIIICHHSIM KIJTLKOCTI HEHPOHIB 3a cxemorw 64 -> 32 -> 16. lllap 3 16 ueliponamu
BUCTYTIA€ B poii “By3bKoro ropia” (bottleneck) abo mareHTHOTO MPOCTOPY, 3MYIITYHOUH
MEpEeXY BIAKMIATH IIYM 1 BUBYATH JIMILE HAWOLIBII CYyTTEBI MAaTEPHU HOPMAIBLHOTO
MepexeBoro Tpadiky. st BCIX MPUXOBAHMX MIAPIB B IKOCTI PYHKITIT akTHUBAaIlii 0OpaHo
ReLU (Rectified Linear Unit), mo 3a0e3nedye HEMHIAHICTD MOAENl Ta €()EeKTUBHY

00poTHOY 3 TPOOJIEMOI0 3HUKAOYOT0 TPAIE€HTA.
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Jlexoaep BUKOHY€E 3BOPOTHY OMNEpAIlifo, BITHOBIIOYHA PO3MIPHICTh JAHUX BiJ
JIATEHTHOTO MPEJICTABJICHHS 10 TTIOYaTKOBOT'O PO3MIpPY BX1JHOTO BekTopa (16 > 32 > 64
>78). KpuTruHO Ba)XJIMBUM DIIIEHHSAM Ha [[bOMY eTarli € BUOip QyHKIIT akTUBaLii A5
BUX1HOTO mapy. OCKUIBKM Ha eTari mornepeaHboi oOpoOKH BCl BXIiJIHI JlaHi Oyiu
HOpMaJTizoBaHi y aianasoH [0, 1] 3a nomomororo MinMaxScaler, a1 BUX1HOTO 1Iapy
Oy70 3aCTOCOBAaHO CHUTMOimanbHy (QYHKIIIO akTuBamii (activation="sigmoid’). Ile
rapaHTye, 10 peKOHCTPYHOBaH1 JaHi TaKOX OyayTh 3HaAXOAUTHCS B Mexax Bij 0 1o 1,
0 € MaTeMaTUYHO HEOOXITHOI0 YMOBOIO ISl KOPEKTHOTO OOYHMCIIEHHS MOMUJIKU
pexoHcTpykiii. ITicas BU3HAUEHHS TOMOJIOTT Mepexi OyJI0 CTBOPEHO 00 €KT MOJENl

Model, skuit 00" €Hy€e BXiJHUN Ta BUXITHUM MTOTOKH JTaHUX.

3aBeplIaJIbHUM €TaloM KOHCTPYIOBaHHSI € KOMIUISALIS MOJENI, MiJ 4ac SIKOl
BU3HAYAIOThCA NapaMeTpu IMpolecy HaB4yaHHSA. B sKkocTi omntuMizaTopa oOpaHO
anroputM Adam, sSKuil € cTaHAapTOM IS 3a7a4 TIVIMOOKOrO HABYaHHS 3aBISIKU
aJalTUBHOMY KEpYBaHHIO IIBUIKICTIO HaBuaHHA. [{ns pynkuii BTpat (Loss Function)
OyJi0 00paHo cepenHio adconoTHY MOMIIKY (mean absolute error abo MAE). Llei
BUOIp, Ha BIAMIHY BIiJl KIJIACUYHOI CepelHbOKBaApatnyHOoi moMmiku (MSE),
OOyMOBJICHHI HEOOXIJIHICTIO TiJBUIIEHHS CTIMKOCTI MOJENl J0 CTaTUCTUYHHUX
BUKUAIB. OCKUTBKY HaBITh y “4ricTOMY’’ TpadiKy MOKYTh TPAIIISATUACS MTIKOBI 3HAYCHHS,
Bukopuctanua MAE 3ano0irae HagMipHOMY BIUIMBY OKPEMHUX aHOMAJIbHUX 3HAY€Hb
Ha TPAJIEHTH MiJl Yac HaBYAHHS, 3a0e3Meuyroun OUIbI CTa0UIbHY 301KHICTD MOJEIIL.
Buxnuk Merogy summary() B KiHIIl OJIOKY KOy JO3BOJISIE€ Bi3yalli3yBaTu CTPYKTYPY
noOyJJ0BaHOI Mepexi Ta MEPEKOHATUCA y KOPEKTHOCTI KUIBKOCTI MapaMeTpiB, IO

M1UIATal0Th HaBYaHHIO.
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from tensorflow.keras.models import Model

o o R S S S A M i A ol R Pl

from tensorflow.keras.layers import Input, Dense

input dim = X train_scaled.shape[1]
input layer = Input(shape=(input_dim, ))
encaoder = Dense(64, activation='relu')(input layer)

encoder = Dense(32, activation="relu')(encoder)
encoder = Dense(16, activation="relu')(encoder)

decoder = Dense(32, activation="relu')(encoder)
decoder = Dense(64, activation="relu')(decoder)

decoder = Dense(input _dim, activation='sigmoid')(decoder)

autoencoder = Model(inputs=input layer, outputs=decoder)
autoencoder.compile(optimizer="adam’, loss='mean absolute error')

autoencoder.compile(optimizer="adam’, loss='mean_absolute error’)

autoencoder.summary()

Pucynok 3.5 - IIpoextyBanns apxiTekTypu Autoencoder

[Ticns 3aTBEpIXKEHHS apXITEKTYypU Ta KOMIUIALIL MOJENL, Y J€B ATii KOMipIl
peanizoBaHO Oe3Iocepe/iHiil Mpolec HaBYaHHA HeWpoHHOI Mepexi. llei ertanm €
HaMOUIbII PECYpPCOMICTKMM, OCKUIBKM BIH Iepeadadae 1TEepaTUBHY ONTHUMI3ALII0
BaroBux Koe(ILI€HTIB MOJIEII Il MiHIMI3allli HTOMHJIKM peKOHCTpyKLii. [l 3amycky
npoiiecy Bukopuctano meroxa .fit() Oibmiorexku Keras, skuii mpuiimMae Ha BXiA

HaBYaJbHI JaHl Ta MapaMeTpu TPEHYBaHHS.

OyHIAMEHTATFHOIO ~ OCOONMBICTIO  HaBUaHHS  aBTOKOMYBaJIbHHMKA,  sIKa
BijloOpa)keHa B KOJIi, € Te, 110 BX1AH1 J1aHi Ta minbkoBi 3HaueHHs (labels) € imeHTHaHrMU.
VY Buknuky ¢ynkuii fit(X train_scaled, X train_scaled, ...) nmepumuii aprymeHnT - ue
BX1J{HI BEKTOPH O3HAK, a APYTHil - 1€ TI caMi BEKTOPH, SIKI MOJI€JIb TIOBUHHA HABYUUTHCS

BiITBOpIoBaTH Ha Buxomi. Lle peanmizye mapaaurmy camonaBuanss (Self-Supervised
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Learning), ne cuctemMa BYUTHCA CTUCKATH Ta BIIHOBIIOBATH 1H(GOpPMAIIIO PO

HOpMaJIbHUN Tpadik 6€3 HEOOX1THOCTI PYUYHOI'0 MapKyBaHHs aHOMATIi.
Jl1is kKepyBaHHsI POIIECOM HaBYaHHs OYJI0 33JJaHO HACTYIIHI TileprapamMeTpu:

o Enoxu (epochs=20): lle#i mapamerp BHW3Hayae, MO0 HEHPOHHA MEpeka
“noOaunTh” MOBHMUI HaOIp HaBYanbHUX HaHUX 20 pa3iB. AHami3 AUHAMIKH QYHKIT
BTpAT MOKa3aB, IO Ii€i KITBKOCTI iTepaliii JOCTaTHbO AJIs JOCATHEHHS CTaOlIbHOTO
MiHIMyMy noMuIKY (Loss), yHHKarouu Mpy 1IboMy e(eKTy epeHaBUYaHHS.

o Posmip makety (batch size=32): HaBuanHs Bi1OyBa€ThCs HE Ha BCHOMY
MacHBl JaHUX OJIHOYACHO, a HEBEJIMKMMHU MakeTamu mo 32 3pasku. lle 3abesneuye
YacTillle OHOBJIGHHS Bar TPaJl€HTHUM CIYCKOM 1 J03BOJIIE MojeNl edEeKTUBHO
MpaIoBaTh B yMOBaxX 0OMEKEHOI OMepaTUBHOI MaM ATi.

o [TepeminryBanns (shuffle=True): Ilepea K0KHOO €MOX010 MOPSIOK JAHUX
BUITAJIKOBUM YMHOM 3MIiHIOE€ThCS. 1le KpUTUYHO BaXKIMBO JJI TOTO, III0OO MOJEINb HE
3amaM SITOByBaJla MOCJIAOBHICTh IMAKETIB Yy Yaci, a BUWIACS Yy3arajJbHIOBATH IXHI

XapaKTEPUCTUKH.

Pesynbrar BUKOHaHHS KOAy 30epiraeThcs y 3MiIHHY history, sika MICTUTh
JETaIbHY CTATUCTUKY 3MIHM METPUK TOYHOCTI HA KOKHOMY KpOIll. SIK BUJTHO 3 JIOTiB
BukoHaHHs (Output komipku), 3HaueHHs (yHkiii BTpaT (Mean Absolute Error)
CTaOUIBHO 3HWKYBAJIOCSA 3 KOXKHOIO €MOXOI0, JOCSITHYBIIM (DIHATHHOTO 3HAYEHHS
omu3bko 0.008, M0 CBIAYMUTH MPO YCHIMIHY 301KHICTh QITOPUTMY Ta BUCOKY SKICTh

PEKOHCTPYKIIIi HOPMAJILHOTO TpadikKy.
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print("HaBuanHAa Autoencoder")

history = autoencoder.fit(X train scaled, X train scaled,
epochs=20,
batch_size=32,
shuffle=True,
verbose=1)

print("Monens Autoencoder HaBueHa")

Pucynok 3.6 - Hapuanns moneni Autoencoder

3aBeplagbHUM €TaoM MPorpaMHoi peanizaiii y cepenonuiii Jupyter Notebook
€ BaJijallis HaBUYeHOI MoJiesll ABTOKOAYBaJIbHHKA Ha TecToBiM BuOIpI. Lle# mporiec
peaizoBaHO y ACCATIM KOMIPII 1 CKIIAIa€ThCsl 3 KUIBKOX aJITOPUTMIYHUX KPOKIB, 1110
NEPETBOPIOIOTh BUXIJHI JaHl HEeWpomepexkl (PEeKOHCTPYHOBaHI BEKTOpH) y OlHaApHI

BepaukTu (“Hopma™ abo “ATtaka”).

['enepariist peKOHCTPYKIIii Ta po3paxyHOK MoxuoOku. [lepmm KpoKoM aJirOpuT™M
NpoIycKae MaciutaboBaHUil TecToBHi Halip manux X test scaled uepe3 HaBueHy
HelpoMmepexy 3a gomomororo Meroxy predict. Ha Buxomi oTpumyeTbcs MacuB
PEKOHCTPYHOBAHUX AAHUX, KU Ma€ Ty caMy PO3MIpHICTb, 1O 1 BXigHuid. [lami
OOUYHCITIOETHCS Mipa BIIXUJICHHS M)XK OPUTTIHAJIbBHUMU Ta BIIHOBJICHUMU JaHUMU. J1Jis
[[bOTO, AHAJOTIYHO JI0 €Taly HaBYaHHS, BUKOPUCTOBYeTbcs Cepemnsi AOCOIOTHA
[Tomunka (MAE). 3a pomomorow 0i0miotekn NumPy (np.abs Ta np.mean 3
napamMeTpoM axis=1) po3paxoBYEThCS yCEPEIHECHE 3HAYCHHS TTOMIIKHU JJISI KOKHOTO
okpemoro makera (psaka Tabnuii). Lleli BeKTOp MOMUIOK mae BUCTyHae B POl

“oriHnku aHoMaibHOCTI” (Anomaly Score).

Po3paxynok agantuBHoro mopory (Thresholding). Kputnunum acnexkrom
pobotu Oyap-sikoi cucreMu NIDS € BU3HA4YeHHS MeEXi, MICHA SKOT BIIXHJICHHS

BBAKAETHCA aTakow. Y poOOTI peasi3oBaHO CTATUCTUYHUN MiAXiA IO BU3HAYCHHS
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OT0 TIOpOTy. J{J1s1 IHOTO MOJIENh CIIOYATKY POOUTH MPOrHO3 HAa TPEHYBAIbHINA BUOIPIT
X train_scaled (sika MICTUTH JHIIE HOpMaTbHUN Tpadik) 1 po3paxoBy€ MMOMMIKH
pekoHCTpyKIii s Hei (train mae). Ilopir (threshold) Busnauaetscs sk 95-i

nepreHTWIb (KBaHTWIb 0.95) po3moaiay MOMHIOK Ha HOpMaJIbBHOMY Tpadiky.

Ile o3Hauae, 110 crcTeMa HAJAIITOBYETHCS TAKUM YMHOM, 1100 pO3Mi3HABaTH
95% naByanbHOro Tpadiky K “HOpMalbHUI”, 3anuIIarouu 5% 3amacy Ha MOKJIUBI
CTAaTUCTUYHI BUKHIM a00 mryM. Takuidl MiaxiAg A03BOJSE afanTyBaTH YYyTIUBICTH

CUCTEMHU TIi] KOHKpETHUH npodisib Mepexi 06e3 “KOPCTKOro KoyBaHHS KOHCTAHT.

binapna xmacudikamiss Ta MeTpukd. Ha OCHOBI poO3paxoBaHOTO MOPOTY
BIIOYyBa€eTbCs  (piHaIbHA Kiacu@IKalis TECTOBHX JaHMX. JSKIIO MNOMMIIKA
PEKOHCTPYKIIi KOHKPETHOTO MaKeTa NEPEBUIY€E TOPIT, HOMY NPUCBOIOETHCS MITKa |
(ATtaka), B inmomy Bumnajky - 0 (Hopma). Otpumanuii BekTop nporuosiB y _pred auto

MOPIBHIOETHCA 3 ICTUHHUMHU MiTKaMu y_test normalized nns po3paxyHKy MeETpHUK

e(eKTUBHOCTI:
o Accuracy (TouHicTs): 3arajibHUI BiJICOTOK MPABWJILHUX BIJMOBIJICH.
o Classification Report: [leTanbHuii 3BIT, 1110 BKJIO4ae Precision (TOYHICTS),

Recall (moBHOTa) Ta F1-score m1st KOAKHOTO KJiacy.
o Confusion Matrix (Matpuns moxubok): Biszyamizamis pe3ynbTaTiB y
BurisiAl terioBoi kaptu (heatmap), 1o 103BOJISIE MHUTTEBO OIIHUTH KUTBKICTD

nponyuieHux arak (False Negatives) Ta xubHux crpausoByBaHnb (False Positives).

Sx BUOHO 3 pe3ynbTaTiB BUKOHAHHA KOAYy, MOJENIb ABTOKOAYBaJIbHHKA
JEMOHCTPY€E 3HAUHO Bl moka3Huku F1-score mist kimacy atak mopiBHsiHO 3 Isolation
Forest, 1o miaTBepaKye TiMoTe3y Mpo MepeBary METOIB TIUOOKOTO HAaBUAHHS JJIs

aHai3y CKJIaJHHUX MATEPHIB MEPEXEeBOro Tpadiky.
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reconstructions = autoencoder.predict(X_test scaled)
mae = np.mean(np.abs(X_test scaled - reconstructions), axis=1)

reconstructions_train = autoencoder.predict(X_train_scaled)
train_mae = np.mean(np.abs(X_train_scaled - reconstructions_train), axis=1)

threshold = np.quantile(train_mae, ©.95)
print(f"0bpanuit nopir (95-# nepueHTWNe nomunku MAE): {threshold}™)

y_pred_auto = [1 if e > threshold else @ for e in mae]

accuracy auto = accuracy score(y test normalized, y pred auto)
print(‘F"\an@ ToqHicTe Autoencoder: {accuracy_auto * 1e@:.2f}%\n")

print("3eit no knacupikauii (Autoencoder):™)
print(classification_report(y_test normalized, y_pred_auto, target_names=['Hopma (@)', 'Ataka (1)']))

print("MaTpuua noxubok (Autoencoder):")

cm_auto = confusion matrix(y test normalized, y pred auto)

sns.heatmap(cm_auto, annot=True, fmt='d"', cmap="Blues', xticklabels=['Hopma', 'ATaka'], yticklabels=['Hopma', 'ATaka'])
plt.xlabel('Mporxoz")

plt.ylabel('Peanshuii’')

plt.show()

Pucynok 3.7 - O1inka e(peKTUBHOCTI CUCTEMU

[Ticnss ycmimmHOro HaBYaHHS Ta Bajifallii Mojeliel, 3aBepIlaJbHUM €TaroM
pobotu B cepenosuiii Jupyter Notebook € miaroroBka cucteMu J0 pPO3rOpTaHHS B
peXuMi pealbHOrOo 4Yacy. PeamizoBaHo mnpouenypy cepiamizaiii (30epexeHHs)
HABYEHUX 00 €KTIB /I 1X MOJAIBIIOTO BUKOPUCTAHHS Y 30BHINIHBOMY CKPHIITI

main.py.

3a nonomoroto 616;mi0oTexu Joblib 30epiraeTbes exzemIusip scaler, skuit MiCTUTh
napamMeTpu Hopmamiszaiii (MiHIMaJbHI Ta MaKCHMajbHI 3HAYCHHS JJISi KOXKHOI 3 78
O3HaK), OTpUMaH1 3 TpEHyBaJIbLHOTO HA0O0PY. Lle KpUTUYHO BaXKIIUBO JJIs 3a0€3MeUeHHS
1IEHTUYHOCTI EPETBOPEHB JIAHUX Ha €Talll eKcIutyaTalii. Takox 30epiraeTbes Moeb
Isolation Forest y ¢dopmari .pkl. Jlns =Heiponnoi wmepexi Autoencoder
BUKOPUCTOBYETHCS BJIACHMM MeToa save Oi0mioreku Keras, skuil exkcnoprye
apxiTekTypy Ta Baru mozen y ¢opmar .hS. Ileil kpok mnepeTBoproe pe3ysbTaTH
EKCIIEPUMEHTAJILHOTO HaBYaHHS Ha BiMUY>KyBaHI MPOrpaMHI KOMIIOHEHTH, TOTOBI JI0

1HTerpalii B CHCTEMY MOHITOPUHTY.
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import joblib
from tensorflow.keras.models import load model

o o R S A R S M S A P

joblib.dump(model iso, "isolation forest model.pkl®)
autoencoder.save( " autoencoder model.h5")
joblib.dump(scaler, ‘'scaler.pkl’)

print(" moneni Ta Scaler 3bepexeni")

Pucynox 3.8 - 30epekeHHs] HaBYECHUX 00 €KTIB

J1st TOrO 1100 NePEKOHATUCS, IO CUCTEMA KOPEKTHO 00pO0IIsiE OKpEMi BEKTOPHU
JaHUX TI03a MEXaMH BENUKUX JaTadperiMiB, TPOrPaMHUN KOJI BUTATYE MO OJTHOMY
ETAJIOHHOMY PSIIKY JJI KOKHOTO KJacy. 3 MacuBy X _train (sSikuif rapaHTOBaHO MICTUTh
HOpPMAJIbHUWA TpagiK) BUTIATYETHCA NEPIIMA 3aluC, IO CIYyTyBaTUME ‘‘30J0THUM
cTaHaapToM” HOpMHU. 3 MacuBy X test BUTATYEThCS 3amKC, SIKUW BiJMOBITA€ aTalll
(piapTpamiss 3a ymoBoro y test != 'BENIGN'). Ili BekTopu KOHBEpPTYIOTHCA Y
cTaHgapTH1 ciiucku Python Ta BUBOATHCS Ha ekpaH. OTpUMaH1 YUCIIOB1 TOCIIIIOBHOCTI
HaJ[aJ1l BAKOPUCTOBYIOTHCS B CKPHIITI Main.py AJis iMITaIlli BX1THOTO MOTOKY JIaHUX Ta

NepeBIPKU peakKiiii CHCTEMH Ha B1JIOMI 3arpo3Hu.

normal row = X train.iloc[@].values.tolist()

attack row = X test[y test I= '"BENIGN'].iloc[®].values.tolist()
print("----- PANOK HOPMA ----- ")

print(normal row)

print("\n----- PANOK ATAKW ----- ")

print(attack _row)

Pucynok 3.9 — BunmydyeHHsl JaHUX HOPMH Ta aTaku
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dinanpHa KOMIpKa IPUCBSIUYEHA TTMOOKOMY CTATUCTUYHOMY aHAJI3y PO3MOALILY
MOMHJIOK PEKOHCTPYKIIii, [0 € MaTeMaTHYHUM OOIPYHTYBaHHSIM €(EeKTHBHOCTI
3aMmponoOHOBaHOTO MeToAy. Ko po3miise mMacWMB MOMIJIOK mae Ha Bl MiATPYIIH:
MOMWIKH JUIsl HOPMAJILHOTO TpadiKy Ta MOMUIIKHA IJid aTak. 3a JAOMOMOTOI0 METOIY
describe() po3paxoBYIOThCS OMKMCOBI CTATUCTUKU (CEPEIIHE, CTAHIAPTHE BIIXHICHHS,

KBapTWJI1) I KOYKHOT TPYTIH.

Pesynmbrati 1bOrO aHamizy, HaBeAEHI y BHCHOBKY IpOTrpamMH, HAOYHO
JIEMOHCTPYIOTh byHIaMEHTaIbHY PI3HUIIIO y CIPUMHSTTI Tpadiky
aBTOKOAYBAJIBHUKOM: CEPEIHS TIOMIJIKA PEKOHCTPYKIIIT /TS JICTITHMHUX TTaKeTIB € Ha
MOPSITOK HIDKYOTO0, HIXK JIJTT aHOMaTbHUX. [[e cTaTncTryHe miaTBepKEHHS € TOJIOBHAM
JIOKa30M TOTO, II0 HEHPOHHA Mepeka YCHIITHO BUBYMIIA MPUXOBaHI 3aKOHOMIPHOCTI
HOPMAJIbHOI TMOBEIIHKM MEpPEXl Ta 3/JaTHa JUCKPUMIHYBATH aHOMallli Ha OCHOBI
BEIMYMHK TOXUOKM BimHOBICHHsA. Otpumane 3HaueHHs mopory (threshold) e
MaTeMaTUYHO OOTPYHTOBAHOIO MEXKEI0, sIKa PO3AUISE 111 IBa CTATUCTUYHI PO3MOJILIN 3

3aJlaHUM PIBHEM JIOBIPH.
mae_series = pd.Series(mae)

y _test reset = y test normalized.reset index(drop=True)

normal errors = mae series[y test reset == @]
attack _errors = mae_series[y test reset == 1]
print(”--- CTaTMcTuka nomunok Autoencoder (MAE) ---")

print("\nroMunk HOPMANBHOrO TPA®IKY (Benign):™)
print(normal errors.describe())

print("\nl‘l@MﬂHM (attack):™)

print(attack errors.describe())
print(f"\nrppir] (Threshold): {threshold}")

Pucynox 3.10 — CratuctiuHuii aHaji3 po3noauTy TOMUIIOK
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3.2 Peamnizartiisi miicCKCTEMU MOHITOPUHTY Ta JETEKTYBaHHS aTaKk y peaJbHOMY

yaci

Po3pobnennii ckpunT main.py BHKOHYE POJIb JAEMOHCTPAIIHHOTO MPOTOTHUITY
CUCTEMH BHUSBIICHHS BTOpPTrHEHb. MIOTO OCHOBHA MeTa - MIPOJAEMOHCTPYBATH 31aTHICTh
nonepeaHbo HaBueHux wojener (Isolation Forest Ta Autoencoder) KOpeKTHO

kiacugikyBaTH HOBI, paHillie HEBIOMI BEKTOPH MEPEXKEBOT0O TPadiKy.

Anroput™M poOOTH CKpUNTa MOXKHAa PO3AUIMTH HAa TPU JIOTIYHI €Tanu:

1HIIlaTi3ais, Jorika IeTeKTyBaHHS Ta CUMYJIALIS BX1HOTO ITOTOKY.

Ha nmovatky po6oTu nporpama BUKOHYE MiJKJIIOUEHHS HEOOX1AHUX 010110TeK:
joblib ayist po6oTH 3 00 exTamu Scikit-learn, tensorflow aJist 3aBaHTake€HHS HEUPOHHOT

MepexXi Ta numpy JJIsi MAaTPUYHUX OTIepaIlii.

KiarouoBuM eTarioM € 3aBaHTaKCHHS 36€p€)KeHI/IX KOMIIOHEHTIB CHCTEMH

(«apTedakTiB HaBYaHH») B ONIEPATUBHY MaM SITh:

1. O6’ext Hopmamizarii (scaler.pkl): 3aBaHTaXyeTbCs €K3EMIUISP Kiacy
MinMaxScaler. [le KpUTUYHO BaXXJIMBO ISl 3a0€3MEUEHHSI KOHCUCTEHTHOCT1 JaHUX:
HOBI BeKTOpU Tpadiky NOBUHHI OyTH HOpPMAai30BaHI 3a THUMHU 3K TpaBUIAMU

(MiHIMyMaMH Ta MaKCUMyMaMH), 110 i HaBYaJbHA BUOIpKa.

2. Cratuctnyna wmogzens (isolation forest model.pkl): 3aBanTaxkyeTbcs

HaBueHa Mojenb Isolation Forest, roroBa 1o BukoHnanHus meroay predict.

3. HetipomepexxeBa ™ozenb (autoencoder model.h5): 3aBanTaxyerbces

apxITEeKTypa Ta Baru r1OOKOro aBTOKOyBaIbHUKA.

Tako)k y 1boMy OJIOIll BCTAHOBJIIOETHCS TMOPIT YYTJIHUBOCTI CHUCTEMH

(THRESHOLD AUTOENCODER), 3HaueHHst SKOTO OYyJI0 OTPUMAHO EMITIPUYHUM
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NUIIXOM Ha eTari HaB4aHHS (SK 95-M MepHeHTWwIh MOMUIKA Ha HOPMAaJbHOMY
Tpadiky).

VY Kkoai peanizoBaHO ABI OKpeMi (PYHKIUT Juisi mepeBipku Tpadiky pi3sHUMHU

METO/IaMH, IO JTI03BOJISIE€ TIOPIBHATH iX €(PEKTUBHICTD.
@ynkuist check with_isolation_forest:
s dhyHKIIs peanizye miaxia Ha OCHOBI A€PEB PIlLICHb.

1. [linroToBka maHux: BXigHWI CHOHUCOK 3HAYEHb MEPETBOPIOETHCS HaA

nBoBuMipHuid mMacuB NumPy (reshape(l, -1)), ockinbku MOzAENb OYIKY€ Ha BXIiJ

MaTpPHILIIO.

2. MacmtabyBanHs: 3acTOCOBYETbCsl MeTOJl transform 3aBaHTaKEHOTO
CKeuepa.

3. [Iporuno3: Meton predict moBepTae 3HaueHHa -1 (aHomanisi) abo 1

(mopma). Ha ocnoBi 1iboro koay dhopmyerses TekctoBuii BepaukT (“TPUBOI'A” abo

“Hopma”).
Oynkiis check with autoencoder:

s ¢yHkuis peanidye miaxiJl Ha OCHOBI MNIMOOKOro HaBYaHHS (PEKOHCTPYKIIIT

JTAHUX ).

1. Hopwmanizarisi: AHaIOTIYHO TONEpeNHii (QYHKII, BXIJTHUNA BEKTOP

MPUBOIUTHCS 10 aianaszony [0, 1].

2. Pexonctpykuisi:  HopmanizoBanuii  BEKTOp MOJAETbCS Ha  BXIJ

aBTOKOyBaJIbHHKa. Mepeka HamaraeTbCsi CTUCHYTH JIaH1 Ta BIIHOBUTH 1X HA BUXOJI.

3. PospaxyHnok moxubOku: OOUHUCITIOETHCS CepeHROKBAIpATUYHA TTOMUIIKA

(MSA) Mix BXiTHUM BEKTOPOM Ta MOTO0 PEKOHCTPYKIIIEIO
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4. [Mpuiinsarta pimenns: OTpuMaHe 3HAYEHHsS] TTOMUJIKU TOPIBHIOETHCA 13
3aganuM noporoM (THRESHOLD). flkmio nmomMuika mnepeBUIly€e Mopir, e CBIIYUTh

po Te, 0 MOJIETh HE 3MOIJIa BII3HATH MATepH TpadiKy, OTKe, BIH € aHOMAIBHUM.

(13

brnok if name == main__”: iMITy€ HaAXOKEHHS MAKETIB 3 MEPEXKI.

Jlist neMoHCTpallii BUKOPUCTOBYIOTHCS JBa CTaTUYHO 3a/laHi BEKTOPH O3HAK
(KO>KeH MICTUTh 78 YHMCIOBHMX 3Haye€Hb), OTpuMaHi 3 peanpHoro naracery CIC-IDS

2017:

1. normal packet: BekTop, mo BiANOBAAE JETITUMHOMY Tpadiky
(orpumanuit 3 ¢aiiny nmoneainka). OUikyeTbes, 10 cUCTeMa Kiacu(ikye HOro sk

“Hopma”.

2. attack packet: Bektop, mo Bianosinae peanbHiit atai (Brute Force abo

DDoS). OuikyeTtbcs, mo cuctema kiaacudikye ioro sk “TPUUBOI'A”.

[Iporpama mocHiAOBHO Tepefae Iii BEKTOpU OOOM MOJEISM Ta BHUBOJUTH
pe3yabTaTH B KOHCOJIb, 110 JI03BOJISIE HAOYHO MEPEBIPUTH MPaIe3/IaTHICTh pO3pO0IEHOT

CUCTEMHU 3axHcTy 0e3 HeoOXIJHOCTI PO3rOpPTaHHS MOBHOMACIITAOHOI MEpEekKeBOi
1H(PaACTPYKTYpH.

Momeni roToei go poboTw

--- Mepeeipka 'HopmancHoro' nakeTta ---

ISOLATION FOREST: Hopma.

AUTOENCODER: Hopma. (Momunka: ©.813065)

--- Mepeeipka 'AHOManbHOrO' nakeTa ---

ISOLATION FOREST: TPMBOTA! AHomaniA ewABneHa!
AUTOENCODER: TPUBOTAl Axomania euseneHa! (Momunka: ©.029588)

Pucynox 3.11 — JlemoHcTpaitis po3mizHaBaHHs Tpadiky
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Bucnoeku 0o po3oiny:

VY TpeThboMy pO3AiII MaricTepchbkoi poOOTH 3MIMCHEHO MPOrpaMHy peajizailiio
Ta TIPOBEICHO EKCIIEPUMEHTAIBHE JTOCIIIKEHHS 1HTEICKTyJIbHOI CUCTEMH BUSBIICHHS
MepexxeBux aHomanii ML-NADS. Po3po6ienuii mporpaMHuii KOMILIEKC CTPYKTYPHO
CKJIQJAEThCs 3 JIBOX (DYHKIIIOHAJIBHUX KOMITOHEHTIB: MOJIYJsl o(iaiiH-HaBYaHHS Ta
BaJTiaaIii Mojaenel (program), a TAKOK MOYJISI MOHITOPUHTY Ta JIETEKTYBAaHHSI 3arpo3
y peaibHOMy uaci (main), peanizoBaHuX MoBOoO Python 13 BHKOpUCTaHHAM

cnienianizoBanux 610miotek Scikit-learn, TensorFlow/Keras, Pandas, NumPy.

KitodoBUM  JOCSTHEHHSIM — €Tally MATOTOBKH JIAHWX  CTAll0  YCITIITHE
BIPOBa/pKeHHST  cTpaterii HaBuanHsd «One-Class Learning», ska 103BoJMjIa
chopMyBaTH BUCOKOSIKICHY HaBYaJIbHY BHOIPKY Ha OCHOBI «4HUCTOrO» Tpadiky 3
natacety CIC-IDS 2017. Jlnsa 3a0e3nedeHHs] KOPEKTHOI pOOOTH HEMPOHHOI Mepexi
OyJI0 peanizoBaHO AJTOPUTMHU MOMEPETHBOT OOPOOKH, 30KpeMa HOpMaTi3alliio JTaHUX
MetogoM MinMax Scaling, 1110 mpuBOIUTH yCi O3HAKHU 10 €AUHOTO aianas3ony [0, 1].
OcHOBHY yBary B po0OOTI TpuUAiIEHO po3polili Ta onTuMizaiii TIuO0KOro
aBTOKOAYBAJIbHUKA, JI€ EKCIEPUMEHTAIbHUM NUISXOM OYyJI0 BCTaHOBJIIEHO, IIIO
BukopuctanHa ¢ynkuii Btpar MAE (Mean Absolute Error) y mnoenHanHi 13
CUTMOIJIaJTbHOI0 aKTHBAII€I0 BUXIAHOTO IIapy 3ale3mnedye HaWKpairy CTIHKICTh /10
IIYMIB Ta JI03BOJISIE YITKO 17IeHTU(IKYBAaTH aHOMAJTI1 32 3HAYHUM 3POCTaHHSIM TTOMHIJIKH

PEKOHCTPYKIIII.

Jlnst 3a0e3neyeHHs (YHKIIOHYBAaHHS CHUCTEMHU B yMOBaxX peajbHOI Mepexi
CTBOPEHO MOJyJIb JeTeKTyBaHHA (main). [leit Moaynb iHTErpye nonepeaHbo HaBYEHI
MOl Ta 3M1MCHIOE Kiacudikaliio Tpadiky «Ha JbOTY», MOPIBHIOIOYM MOTOYHY
NOMMJIKY PEKOHCTPYKIIi 3 po3paxoBaHUM aJanTHUBHUM moporoM. IlpoBenena
eKCIIepUMEHTabHa Bepudikails Ta MOPIBHAIBHUNA aHaNli3 MiATBEPAWIA TIEpeBary

po3pobsieHoi mojeni Autoencoder Hag cratucTUdHUM MeTonoM Isolation Forest,
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NPOJAEMOHCTPYBABIIM BHIy TOYHICTh BHUSBIEHHS aTak Ta Kpally 3JaTHICTh A0
y3arajlbHeHHS! HOpMaibHOT ToBeNiHKH. DiHaTbHE TeCTyBaHHS IPOTOTHUITY JOBEIIO HOTO
3ATHICTh KOPEKTHO PO3PI3HATH JETITUMHUI BeO-Tpadik Ta IHTEHCHUBHY MEPEKEBY
aKTHBHICTh, XapaKTepHY JUIg KiOepaTak, IO CBIAYMTH MPO TMOBHY Mpale3aaTHICTh

3aIIPOIIOHOBAHOTO IIPOTPAMHOIO piHIGHHH.
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BUCHOBKH

VY xos1 gociiKeHHs: 0y10 BCTAaHOBJICHO, IO TPAIUIIIMHI 3aCO0M 3aXHUCTY, TaKi
K MDKMEPEKEBI €KpaHU Ta CUTHATYpHI CHCTEMH BHUSBIICHHS BTOPTHEHB, BTPAYAIOTh
CBOIO e(heKTUBHICTh B YMOBAaX CTPIMKOIO PO3BHUTKY Kibep3arpos. IXHs 3ajexHicTb Bif
0a3 BiIOMUX CUTHATYp POOUTH IX BPa3IUBUMU JO HOBITHIX BEKTOPIB aTakK, TAaKUX SIK
3arpo3u HyJboBoro AHs (Zero-day), APT-ataku ta momimopdHi Bipycu. Ha ocHoBi
IIbOI0 aHai3y OyJo OOIPYHTOBAHO MOIIBHICTH MEPEXOY JI0 METOAIB MAIIMHHOTO
HaB4YaHHS, 30KpeMa HaBuaHHs Oe3 yuutens (Unsupervised Learning). Takuii miaxif
J03BOJISIE 1IEHTU(IKYBAaTH 3arpo3d HE 3a IXHIM MUPPOBUM «IIIMUACOM», a 3a

CTATUCTUYHUM BIIXWICHHSM BiJ MOJIE€]II HOPMaJIbHOI ITOBEIIHKHA MEPEXKi.

JIns mpakTU4HOI peanizailii cucteMu Oyiao oOpaHO Ta HAyKOBO OOIPYHTOBAHO
TEXHOJIOTIYHUIA CcTeK Ha 0a3l MoOBM mporpamyBaHHs Python 3 BHkKopucTaHHAM
616mioTek Scikit-learn, TensorFlow/Keras, Pandas Ta NumPy. Ile 3a6e3neunsio Bucoky
THYYKICTb PO3POOKM Ta HEOOXIAHY HPOAYKTUBHICTH OOYHUCIEHb. lleHTpanibHUM
€JIEMEHTOM CHCTEMH CTaJla CIIPOEKTOBAHA apXITEKTypa rIMO0KOi HEUPOHHOI MEPEXKI -
ABTokonyBaigbHuKa (Autoencoder). Jlyis TOpIBHSJIBHOTO aHai3y TakKoX OyJio
peanizoBaHo cTaTUcTHUHMA MeTon Isolation Forest. BaxiauBuM HaykoBUM
pe3ynbTaTOM CTaB BUOIp METOy monepenHboi o0poOku nanux (MinMax Scaling) ta
¢dbyukiii BTpar (Mean Absolute Error - MAE), mo A03BOJIMIO 3HAYHO M1JIBUIIUTH
CTIMKICTh HEMpOMEpEXi A0 CTATUCTUYHUX BUKUJIIB Y BXIJIHUX JAHUX Ta MOKPALIUTH

SKICTh HABYAHHSI.

Hapuanus Mopenel mpoBOAMIOCS BUKIIFOUHO HA «9UCTOMY» Tpadiky 3 1artacery
CIC-IDS 2017, mo mo3BoJuio chopMyBaTu €TaTOHHHUHN TPoQ1Jbp HOPMAILHOI poOOTH

Mepexi.

ExcniepumMenTansHa mepeBipka MmiaTBepAMIa €heKTHUBHICTh 3alPOIIOHOBAHOTO

nigxony. IlopiBHSIBHUN aHaMI3 TMOKa3aB IepeBary HEUPOMEpEKeBOI MOJENi:
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Autoencoder mpoOAEMOHCTPYBaB Kpally 3JaTHICTh 1O Yy3araJbHEHHS Ta BUIIHAMA
nokazHuk Fl-score y mopiBHsHHI 3 Isolation Forest. ®iHanbpHI BHUIPOOYBaHHS
PO3pOOICHOT0 MOTYJISI MOHITOPUHTY JTIOBEJIN HOTO 3/1aTHICTh aHAITI3yBaTH KUBUH MOTIK
JaHUX Ta TEHEepPYBAaTH CIIOBIMICHHS MPO aHOMAalii MPW BUSBICHHI BiIXWICHB, IO
MIEPEBUIYIOTh PO3PAXOBAHHUM aAaNTUBHUN TOPIT. Takum YuHOM, po3po0IeHa CCTeMa
€ JI€EBUM IHCTPYMEHTOM JUIsl BHUSIBJICHHS SK BIJIOMHX, TaK 1 HEBIJIOMUX paHIIIe
Kibeparak, a 3amporoHOBaHa apXiTEKTypa Ma€ 3HAYHUHN TMOTEHIiaN sl TOAATBIIIOTO

PO3BUTKY aaNITUBHUX CUCTEM KiOepOe3meKH.
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JTOJATOK

JIicTHHT KOy CKPHUIITY CHCTEMH BUSBIICHHS BTOPTHEHD

# program.ipynb @ mainpy 1 X || B Monday-WorkingHours.pcap_ISCX.csv

@ main.py ? @ check_with_autoencoder

[T T < I N I R B VR S
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import joblib

from tensorflow.keras.models import load model
import numpy as np

import warnings

warnings.ftilterwarnings('ignore’, category=Userlarning)
print(“3aeaHTaxeHHA Mogenei”)
scaler = joblib.load('scaler.pkl")
model iso = joblib.load('isolation forest model.pkl')
autoencoder = load model('autoencoder model.h5")
THRESHOLD AUTOENCODER = ©.0825960823566442113
print("Moaeni rotoei go poboTu™)
def check with_isolation forest(packet data):

feature vector = np.array(packet data).reshape(1, -1)

feature vector scaled = scaler.transform(feature vector)

prediction = model iso.predict(feature vector_scaled)

if prediction[@] == -1:

return "ISOLATION FOREST: \t@lﬂ! AHOMania euAeneHal™
else:

return "ISOLATION FOREST: \tHopvd."
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def check with_autoencoder(packet_data):

feature_vector

np.array(packet_data).reshape(1, -1)

feature_vector_scaled = scaler.transform(feature vector)

reconstruction

autoencoder.predict(feature_vector_scaled, verbose=0)

mae = np.mean(np.abs(feature_vector_scaled - reconstruction), axis=1)

if mae[@] > THRESHOLD AUTOENCODER:

return f"AUTOENCODER: \t\thﬁwbdrwl AHomania euAeneHa! (Momunka: {mae[@]:.6T})"

else:

return f"AUTOENCODER: \t\tE:EM@. (Nomunka: {mae[@]:.6f})"

if _ name__ ==
normal packet

attack _packet

_main__":

[49188.0, 4.8, 2.0, 0.0, 12.8, 0.0, 6.0, 6.0, 6.0, 0.0, 0.0, 0.8, 0.0, 0.0, 3000008.0, 50

[389,113473706,68,40,11364,12718,403,0,167.1176471,171.9194127,1139,126,317.95,208. 261294

print("--- MNepeBipka 'HopmanbHoro' nakerta ---")
print(check with_isolation_forest(normal packet))
print(check with_autoencoder(normal packet))

print("\n--- Nepeeipka ‘AHomancHoro' naketa ---")
print(check with_isolation forest(attack packet))
print(check with_autoencoder(attack packet))

Mogeni rotoei go poboTw

--- Nepepipka 'HopmanbHoro' naketa ---

TSOLATION FOREST: Hopma.

AUTOENCODER: Hopma. (Momwnka: ©.813865)

--- MNepepipka 'AHOManbHOro' naketa ---
ISOLATION FOREST: TPUBOTA! AHomania BuABneHa!
AUTOENCODER: TPMBOTA! Anomania suaBneHa! (Momunka: ©.029588)



