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Abstract. This is an introductory text to a collection of papers from the M3E2 2021: 9th International Con-
ference on Monitoring, Modeling & Management of Emergent Economy, which held in Odessa National Uni-
versity of Economics, Odessa, Ukraine, on the May 26-28, 2021. It consists of short introduction, conference
review and some observations about the event and its future.

1 Introduction

The development of human society, its various spheres
of activity and functioning in recent years is character-
ized by the emergence of new challenges and threats. Hu-
manity is facing many global problems of development of
technology and the increasing scientific and technological
progress. In addition to the usual environmental and man-
made disasters, financial crises, the new ones appeared.
The COVID-19 pandemic, for example. As a result, tech-
nologies and online communication instruments began to
develop at an increasing pace. The need to work and study
remotely has forced people to master new methods and
tools of digital technology.

Due to the limited movement and transportation, as
well as due to the reduction of production and busi-
ness closure, enterprises, regions, national economies and
transnational capital found themselves in a difficult situa-
tion. They experienced a decline in production and trade,
bankruptcy, reduced profitability, slower growth etc. This
is just a small list of the effects of the pandemic on the
world economy.

The causes, mechanisms and consequences of such
processes are of particular concern to the scientific com-
munity, which is the first to try to understand the depth
and importance of these changes. This year’s theme of
the international conference International Conference on
Monitoring, Modeling & Management of Emergent Econ-
omy has especially relevant issues that experts of various
fields are trying to raise and solve in their works.
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The authors’ attempt to find out the causes of the crisis
and the possibility of using modern ICT to solve existing
problems or prevent economic, political and environmen-
tal threats, need to be especially considered. The coun-
tries with emerging economies are particularly vulnerable
to new challenges, so participation in constructive scien-
tific discourse is very important. Modern challenges con-
tribute to the search for new approaches to solving these
problems.

In their research scientists focus on economic, finan-
cial security and sustainability of enterprises and regions;
digitalization of all spheres of human life; modern meth-
ods of management and marketing activities; development
and analysis of the financial market and cryptocurrency
market; modeling and forecasting of international eco-
nomic activity of various business entities; especially rele-
vant methods of machine learning and fuzzy logic; solving
the problems of various sectors of the economy of Ukraine
and other countries, especially countries with emerging
economies.

The subject of the works included in the proceedings it
necessary to search for a new scientific paradigm in a con-
stantly changing environment. After all, new challenges
and threats are a certain stimulus for the development of
scientific thought. We expect that the research of the par-
ticipants of this conference will be useful for scientists,
teachers, students and representatives of the business com-
munity.

2 M3E2 2021: At a glance

The Monitoring, Modeling & Management of Emer-
gent Economy (M3E2, https://m3e2.ccjournals.eu/2021/)
is a peer-reviewed international conference focusing on re-
search advances and applications of nonlinear dynamics
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methods, econophysics and complex systems methodol-
ogy of emergent economy.

The M3E2 Conference occupies contributions in all
aspects of Computational Finance, Economics, Risk Man-
agement, Statistical Finance, Trading and Market Mi-
crostructure, (Deep) Machine Learning technologies and
tools, paradigms and models, relevant to modern finan-
cial engineering and technological decisions in the modern
age. There is urgent general need for principled changes
in postclassic economy elicited by current models, tools,
services, networks and IT communication.

M3E2 2021 topics of interest since 2019 [1–3]:

• Complex cyberphysical systems, synergy, econo-
physics, economy of agents (papers [4, 5])

• Dynamics of emergent markets in crisis and post-crisis
period (papers [6–9])

• Economic security (papers [10, 11])

• Global challenges for economic theory and practice in
Europe (papers [8, 12, 13])

• Information systems and technologies in economics (pa-
pers [10, 14–18])

• Innovation models of economic development (papers [8,
12, 19–28])

• Machine learning for prediction of emergent economy
dynamics (papers [18, 29])

• Management of the state’s economic safety and eco-
nomic safety of economic agents (papers [10, 11])

• Methods and models of artificial intelligence in eco-
nomic systems (papers [18, 29])

• Modeling of hospitality sphere development (papers
[30, 31])

• Models of global transformations (papers [12, 32, 33])

• Monitoring, modeling and forecasting in the banking
sector (papers [19, 34])

• Monitoring, modeling, forecasting and preemption of
crisis in socio-economic systems (papers [4, 5, 10, 17,
19, 23, 25, 32, 35–39])

• Optimal management of socio-economic processes (pa-
pers [8, 10, 12, 17, 20, 22, 25, 38, 40])

• Risk management models in emergent economy (papers
[19, 35, 41, 42])

This volume contains the papers presented at M3E2
2021: 9th International Conference on Monitoring, Mod-
eling & Management of Emergent Economy held on May
26-28, 2021 in Odessa, Ukraine.

There were 49 submissions. Each submission was re-
viewed by at least 3, and on the average 3.1, program com-
mittee members. The committee decided to accept 39 pa-
pers.

3 M3E2 2021: Program committee

Dr. George Abuselidze, Professor of Economics and
Business, Department of Finance, Banking and Insurance,
Batumi Shota Rustaveli State University, Batumi, Georgia

George Abuselidze, from the Batumi Shota Rustaveli
State University (in 2001) and Ivane Javakhishvili Tbilisi
State University, Georgia, in 2005, and a Doctor of Eco-
nomics Sciences degree (Dr. habil.) from the National
Academy of Sciences of Georgia, in 2005. Since 2002,
he has been working in the Finance and Banking at the
Ivane Javakhishvili Tbilisi State University, since 2006 -
Batumi Shota Rustaveli State University where he is cur-
rently Head department of Finance, Banking and Insur-
ance. His research interests include Economics, Econo-
metrics, Finance and Social Sciences (miscellaneous). He
has published a number of papers in international jour-
nals and volumes in book series, is a member of editorial
or/and review boards of Oeconomia Copernicana, Jour-
nal of Financial Economic Policy, International Journal
of Economics and Finance, journal of Science and stud-
ies of accounting and finance: problems and perspectives,
Management Studies and etc. He also played instrumental
role in different prestigious internal collaborative research
project with USA, Canada, Lithuania, Poland, Ukraine,
Turkey and etc.

WWW: https://orcid.org/0000-0002-5834-1233
e-mail: george.abuselidze@bsu.edu.ge

Prof. Dr. Vitalina Babenko is Professor (Full) of In-
ternational E-commerce and Hotel&Restaurant Business
Department, V. N. Karazin Kharkiv National University
(Ukraine), Dr. Sci. (habil.) in Economics, PhD in Techni-
cal Sciences

Her sphere of scientific interests includes the man-
agement of innovation processes, economic-mathematical
modelling, information systems and technologies. She
has published around 300 papers in peer-reviewed journals
and in the proceedings of conferences. She has taken part
in more than 100 conferences and workshops as a Chair,
Keynote Speaker, member of the Scientific Program Com-
mittee, an Organizer and Session Chair. She is Editor-in-
Chief of Journal of International Relations, Economics,
Country Studies, Tourism; International Journal of Eco-
nomics and Management Systems and member of editorial
board of some scientific journals. She is the Member of
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Doctoral Academic Councils in Economics, Expert of the
Ministry of Education of Ukraine and Expert of Ukrainian
Institute Scientific Technical Information. Council many
national and international informatics associations.

WWW: http://international-relations-tourism.karazin.
ua/Babenko

e-mail: vitalinababenko@karazin.ua

Dr. Oleksandr Chernyak was the Professor, Head
of Economic Cybernetics Department, Taras Shevchenko
National University of Kyiv

WWW: http://science.univ.kiev.ua/en/researchgroups/
research.php?ELEMENT_ID=2594

Dr. Hanna Danylchuk, Associate Professor of the
Department of Economics and Business Modeling, The
Bohdan Khmelnytsky National University of Cherkasy,
Cherkasy, Ukraine

Hanna Danylchuk, born in 1969, received her PhD in
Economics (East European University of Economics and
Management) in 2015. Since 2006 she has been working
in the field of economic systems modeling at The Bohdan
Khmelnytsky National University of Cherkasy. Research
interests: modeling of crisis phenomena in financial mar-
kets. She has published a number of papers in international
journals.

e-mail: abdanilchuk@gmail.com

Dr. Irina Georgescu, Lecturer of Computational In-
telligence, Department of Informatics and Economic Cy-
bernetics, Bucharest University of Economics, Bucharest,
Romania

Irina GEORGESCU holds a PhD in Economics from
Turku Centre for Computer Science, Turku, Finland. Cur-
rently she is a lecturer at the Department of Economic In-
formatics and Cybernetics, Bucharest Academy of Eco-
nomic Studies. Her research interests lie in the areas of
fuzzy economics, computational intelligence and econo-
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metrics. She is the author of about 40 journal papers and 2
books published in Springer Verlag.

e-mail: irina.georgescu@csie.ase.ro

Dr. Lidiya Guryanova, PhD, Doctor of Economics
(Habilitation in Economics), Associate Professor, profes-
sor of Economic Cybernetics Department, Simon Kuznets
Kharkiv National University of Economics

Coordinator of the Master’s program “Assessment,
analysis and forecasting of socio-economic processes” in
the specialty 8.18010024 “Applied Economics”, a mem-
ber of the Ukrainian Association of Economic Cybernet-
ics, a reviewer of the journals “Economics of Develop-
ment” (Ukraine), “Mathematical Problems in Engineer-
ing” (USA), Head of Section, a member of the program,
organizational and technical committees of international
scientific-practical conference “Modern problems of mod-
elling the socio-economic systems” (Ukraine, Slovenia,
Poland, the USA, Bulgaria), “Innovation and information
technology in the development of business and educa-
tion” (Russian Federation, Ukraine, Germany, Bulgaria,
France), scientific director of training of highly qualified
personnel (specialty 08.00.11 – mathematical methods,
models and information technology in the economy).

WWW: https://ek.hneu.edu.ua/en/professors/
guryanova-l-s/

e-mail: guryanovalidiya@gmail.com

Dr. Alexey Hostryk, Odessa National Economic Uni-
versity, Ukraine

WWW: https://orcid.org/0000-0002-5834-1233
e-mail: AlexeyGostrik@gmail.com

Dr. Pavlo Hryhoruk, Professor of Department of Au-
tomated Systems and Modeling in Economics of Khmel-
nytskyi National University, Khmelnytskyi, Ukraine

Pavlo Hryhoruk, received a Doctor of Economic Sci-
ences degree (Dr. habil.) from the Khmelnytskyi Na-
tional University, in 2013. Since 1997, he has been work-
ing in the field of economic and mathematical model-
ing at the Khmelnytskyi National University, where he

is currently Head of Department of Automated Systems
and Modeling in Economics. Directions of studies are
related to decision-making, multidimensional modeling
of socio-economic systems, comprehensive assessment of
economic phenomena latent characteristics, financial se-
curity, sustainable development, information technologies
in education. He has published a number of papers in
domestic and international journals, monographs and vol-
umes in book series. Since December 2020 he is Editor-
in-Chief of Herald of Khmelnytskyi National University.
Economic Sciences.

e-mail: violete@ukr.net,hryhoruk@khnu.km.ua
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Dr. Serhii Hushko, State University of Economics
and Technology, Ukraine

WWW: https://www.duet.edu.ua/en/persons/12
e-mail: gushko77@gmail.com

Dr. Nila Khrushch, Professor, Head of Department
of Finance, Banking and Insurance of Khmelnytskyi Na-
tional University, Khmelnytskyi, Ukraine

Nila Khrushch, received a Doctor of Economic Sci-
ences degree (Dr. habil.) from the Institute of Mar-
ket Problems and Economic & Ecological Researched
of National Academy of Sciences of Ukraine, Odesa in
2007. Since 1993, she has been working in the field
of innovation-investment and strategic management at the
Khmelnytskyi National University, where she is currently
Head of Department of Finance, Banking and Insurance.
Area of studies includes financial and economic research
and modeling of business entities activity, financial secu-
rity, sustainable development, strategic and financial man-

agement. She has published a number of papers in domes-
tic and international journals, monographs and volumes in
book series, is a member of editorial board of Herald of
Khmelnytskyi National University. Economic Sciences.

e-mail: nila.ukr@gmail.com,khrushch@khnu.km.ua

Dr. Liubov Kibalnyk, Head and Professor of Depart-
ment of Economics and Business Modelling, Cherkasy
Bohdan Khmelnytsky National University, Cherkasy,
Ukraine

Liubov Kibalnyk, born in 1969, received a Candi-
date of Economic Sciences degree (Dr. phil.) from the
Taras Shevchenko National University of Kyiv, Ukraine,
in 2002, and a Doctor of Economic Sciences degree (Dr.
habil.) from the Institute of International Relations of
Taras Shevchenko National University of Kyiv, in 2015.
Since 1994, she has been working in the field of eco-
nomics, international economic relations and modeling at
the Cherkasy Bohdan Khmelnytsky National University,
where he is currently Head of Department.

She specialized in the field of modeling economic pro-
cesses in the global environment. She is the author of more
than 150 scientific and methodological works published in
international and national editions.

WWW: http://econom-law.cdu.edu.ua/?page_id=804
e-mail: liubovkibalnyk@gmail.com

Dr. Arnold Kiv, Ben-Gurion University of the Negev,
Israel

Arnold Kiv received the D. Sc. (Dr. Hab.) degree
in solid state physics from Tartu Institute of Physics,
Tartu, Estonia, in 1978. From 1964 to 1982, he was
a Senior Researcher and a Head of the Laboratory of
Radiation Effects, Institute of Nuclear Physics, Academy
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of Sciences, Tashkent, Uzbekistan. From 1983 to 1998,
he was a Head of the Department of Theoretical Physics,
South-Ukrainian National Pedagogical University,
Odessa, Ukraine. In 1997, he was an Invited Professor,
Western Ontario University, Canada. From 1999 to the
present, he is a Professor-Researcher in the Department
of Materials Engineering, Ben-Gurion University of the
Negev, Israel. In 1996 and 2011 he was co-Director of
NATO Advanced research Workshops and an Editor of
two NATO Series books. He has about 200 publications,
three monographs and three Invention Certificates in the
field of radiation effects in solid state electronics. His
research interests include mechanisms of formation of
radiation defects in solids, interaction of fast particles
with materials, radiation methods in microelectronics,
including computer simulation, analytical calculations
and experimental studies.

PhD of Public Administration, Oksana Kovtun, asso-
ciate professor, Department of Public Administration and
Project Management, State Higher Educational Institution
“University of Educational Management”, Kyiv, Ukraine

Oksana Kovtun, born in 1971, received a Candidate of
Public Administration degree (Dr. phil.) from the Council
for the Study of Productive Forces of Ukraine at the Na-
tional Academy of Sciences of Ukraine, Ukraine, in 2010.
Since 2000, she has been working in the field of public fi-
nance research, household financial behavior and mecha-
nisms for their activation in Classic Private University (Za-
porizhzhya). I am currently an associate professor at the
Department of Public Administration and Project Manage-
ment, State Higher Educational Institution «University of
Educational Management». Shies research interests: mod-
eling of financial markets, study of structural changes in
the economy, innovations in the financial sector. She has
published a number of papers in international journals and
workshops.

WWW: http://umo.edu.ua/institutes/imp/

struktura-institutu/kaf-upravl-proekt/sklad/

kovtun-oksana-anatolijivna
e-mail: kovtun.oa71@gmail.com

Dr. Hanna Kucherova, Professor of economy, De-
partment of Economy, Classic Private University, Zapor-
izhzhia, Ukraine

Hanna Kucherova, born in 1983, received a Candidate
of Economical Sciences degree from the Classic Private
University, in 2011, and a Doctor of Economical Sciences
degree (Dr. habil.) from the Classic Private University,
in 2017. Since 2008, she has been working in the field
of pricing, economy, tax, economy behavior at the Clas-
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sic Private University of Ukraine, where he is currently
professor Chair of Economics. Her research interests in-
clude modeling the country’s business climate, behavior of
socio-economic agents, tax consciousness and information
transparency.

WWW: https://scholar.google.ru/citations?user=
FhBOVExn1foC

e-mail: kucherovahanna@gmail.com

Dr. Serhii Lehenchuk, head of the department of
management information systems and accounting, Zhyto-
myr Polytechnic State University, Zhytomyr, Ukraine.

Serhii Lehenchuk, born in 1981, received a Candidate
of Economic Sciences degree (Dr. phil.) from the National
Agrarian University, Kyiv, Ukraine, in 2006, and a Doctor
of Economic Sciences degree (Dr. habil.) from the Zhyto-
myr State Technological University, in 2011. Since 2004,
he has been working in the field of accounting and infor-
mation systems at the Zhytomyr Polytechnic State Uni-
versity. His research interests include general accounting
theory, positive accounting theory and accounting choice,
intangible assets accounting, corporate and integrated re-
porting. He has published a number of papers in inter-
national and Ukrainian journals, is a member of editorial
boards of “Economics, Management and Administration”,
“Problems of Theory and Methodology of Accounting,
Control and Analysis”, “Socio-Economic Research Bul-
letin”, “Public Policy and Accounting”.

WWW: https://ztu.edu.ua/ua/structure/faculties/fbso/

bok.php
e-mail: legenchyk2014@gmail.com

Dr. Nataliia Maksyshko, Doctor of Economic Sci-
ences, Professor, Head of Department of Economic Cyber-
netics, Professor, Zaporizhzhia National University, Za-
porizhzhia, Ukraine

Nataliia Maksyshko, received a Candidate in Physics
and Mathematics Sciences degree (Dr. phil.) from
the V.M. Glushkov Institute of Cybernetics of National

Academy of Sciences of Ukraine, in 1990 (Mathemati-
cal modeling and computational methods), and a Doctor
of Economics Sciences degree (Dr. habil.) (Economic
and mathematical modeling) from the Kyiv National Eco-
nomic University named after Vadym Hetman, in 2010.
Since 1983, she has been working in the field of economic
and mathematical modeling at the Zaporizhzhia National
University, where she is currently Head of Department of
Economic Cybernetics. Her research interests include eco-
nomic and mathematical modeling of complex economic
systems, economic dynamics, discrete optimization, infor-
mation technology in economics and education. She has
published a number of papers in international journals and
volumes in book series, is a member of editorial board of
Bulletin of Zaporizhzhia National University. Economic
sciences.

e-mail: maxishko@ukr.net

Dr. Andriy Matviychuk, Professor of Economic and
Mathematical Modeling, Kyiv National Economic Univer-
sity named after Vadym Hetman, Kyiv, Ukraine

Andriy Matviychuk, born in 1978, became a Candidate
of Science in Economics (PhD) by specialty Economic
and Mathematical Modelling at the Technological Univer-
sity of Podillia (Khmelnitskiy) in 2003, and a Doctor of
Economics (DSc) with a degree in Mathematical Methods,
Models and Information Technologies in Economics at the
Kyiv National Economic University named after Vadym
Hetman in 2008.

Since 1990 he has been working in the field of AI &
ML at the Kyiv National Economic University named after
Vadym Hetman, where he is currently professor of Eco-
nomic and Mathematical Modeling Department, director
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of Institute of Modeling and Informational Technologies
in Economics and CEO at KNEU Science Park. His re-
search interests cover the field of mathematical modeling
of complex systems, primarily using tools of neural net-
works and fuzzy logic. He is a Chief Editor of scientific
and analytical journal Neuro-Fuzzy Modeling Techniques
in Economics and a member of editorial boards of a num-
ber of scientific journals.

WWW: https://kneu.edu.ua/ua/depts9/k_ekon_
matematychn_modeljuvannja/vykladachi_kmm/

Matvijchuk.A.V/

e-mail: editor@nfmte.com

Dr. Inese Mavlutova, Professor (Full) at Department
of Economics and Finance, BA School of Business and
Finance, Latvia

e-mail: inese.mavlutova@ba.lv

Dr. Iveta Mietule, Rector of Rezekne Academy of
Technologies, Latvia, Professor of Economics

Iveta Mietule was born in 1972 in Latvia. Received
her PhD in Economics from University of Latvia in 2009.
Member of the Association of University Professors of

Latvia, professor of Rezekne Academy of Technologies,
member of the Senate of RTA, expert of the Latvian
Council of Science in the field of Economic and Man-
agement Sciences. Author of more than 50 publications,
3 monographs. Participant and contributor of more than
15 projects and programmes, included FRONTEX, ERDF,
ESF, INTERREG, ERASMUS and the Latvian National
Research Programme. International experience of orga-
nizing and participating in more than 50 events (confer-
ences, lectures, seminars etc.).

WWW: https://orcid.org/0000-0001-7662-9866
e-mail: iveta.mietule@rta.lv,mietule@inbox.lv

Dr. Dariusz Pawliszczy, Mayor of Gromadka, Poland
e-mail: pawliszczy@interia.pl

Dr. Oleg Pursky, Professor of Computer Science and
Information Systems, Head of Department of Computer
Science and Information Systems, Kyiv National Univer-
sity of Trade and Economics, Kyiv, Ukraine
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Oleg Pursky, born in 1967, received a Candidate of
Sciences in Physics and Mathematics degree (Dr. phil.)
from the Institute for Low Temperature Physics and Engi-
neering of the National Academy of Sciences of Ukraine,
in 2001, and a Doctor of Sciences in Physics and Math-
ematics degree (Dr. habil.) from the Taras Shevchenko
National University of Kyiv, Ukraine, in 2010. His
research interests include informational systems devel-
opment, computer simulation and modeling of socio-
economic systems. He has published a number of pa-
pers in international journals, monographs and volumes
in book series, is a member of editorial board of Inter-
national Journal of Economic Theory and Application, re-
viewer of scientific journals International Journal of Mod-
ern Physics (B) and Heat Transfer and certified Data Sci-
ence&Machine Learning specialist. He is a member of
Scientific Council section of Ukrainian Ministry of Edu-
cation and Science on the specialty “Informatics and Cy-
bernetics”. Currently, he is working as a Head of Depart-
ment of Computer Science and Information Systems, Kyiv
National University of Trade and Economics.

WWW: https://knute.edu.ua/blog/read/?pid=12695&
uk

e-mail: Pursky_O@ukr.net

Dr. Sultan Ramazanov, Kyiv National Economic
University named after Vadym Hetman, Ukraine

Born 12/13/1949. Mathematician, cybernetic, envi-
ronmental economist; design specialist and development
of integrated management information systems complex
ecological-economic objects with elements of artificial
intelligence. Professor, Doctor of Engineering, Doctor
of Economics Science, Honored Worker of Science and
Technology of Ukraine. Honored Worker of Education of
Ukraine. Excellence in education of Ukraine. Professor of
the Department "Information systems in the economy" of

Kyiv National Economic University named after Vadym
Hetman. Professor Emeritus of East Ukrainian National
University named after V. Dahl and Poltava University of
Economics and Trade.

Prepared 1 DSc and 14 PhDs (7 scientific fields). He
is the author of 495 scientific and methodological works,
including 41 monographs and 14 textbooks. Expert of
the Ministry of Education and Science of Ukraine (“In-
formatics and Cybernetics”). Academician of Academies:
International Academy of Informatics, The International
Academy of Environmental Sciences and Life Safety,
The Academy of Technological Sciences of Ukraine, the
Academy of Economic Sciences of Ukraine, Transport
Academy of Ukraine. Total work experience in Ukrainian
universities - 47 years (since 1973). 28 years – head of
the department and at the same time 13 years – dean of
the faculty (EUNU named after V. Dahl, Luhansk and
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4 M3E2 2021: Conclusion and outlook

The vision of the M3E2 2021 is provides a premier in-
terdisciplinary platform for researchers, practitioners and
educators to present and discuss the most recent innova-
tions, trends, and concerns as well as practical challenges
encountered and solutions adopted in the fields of emer-
gent economy.

The conference has successfully performing forum to
transferring and discussing research result among the re-
searcher, students, government, private sector or indus-
tries. Participants and presenters from several countries
such as Belarus, China, Czechia, Kazakhstan, Moldova,
Poland and Ukraine have attended the conference in-
person and online to share their significant contribution in
research related to Monitoring, Modeling & Management
of Emergent Economy.

We are thankful to all the authors who submitted pa-
pers and the delegates for their participation and their in-
terest in M3E2 as a platform to share their ideas and inno-
vation. Also, we are also thankful to all the program com-
mittee members for providing continuous guidance and ef-
forts taken by peer reviewers contributed to improve the
quality of papers provided constructive critical comments,

improvements and corrections to the authors are gratefully
appreciated for their contribution to the success of the con-
ference. Moreover, we would like to thank the develop-
ers and other professional staff of Not So Easy Science
Education platform (https://notso.easyscience.education),
who made it possible for us to use the resources of this
excellent and comprehensive conference management sys-
tem, from the call of papers and inviting reviewers, to han-
dling paper submissions, communicating with the authors
etc.

We are looking forward to excellent presentations and
fruitful discussions, which will broaden our professional
horizons. We hope all participants enjoy this conference
and meet again in more friendly, hilarious, and happiness
of further M3E2 2022.
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Abstract. The relevance of the research subject is explained by a fundamental change in the conditions of
existence and development of agents of the digital economy, limited knowledge about their behavior under con-
ditions of quarantine restrictions. The aim of the research is to study the series of the dynamics of the price of
bitcoin and the frequency of online requests for bitcoin as an indicator of the behavior of agents of the digital
economy using the methods of qualitative recurrent analysis. The types of constructed time series plots of the
price of bitcoin and the frequency of requests for bitcoin are defined as drift with a superimposed linearly grad-
ually increasing sequence, which indicates the unpredictability of the behavior of digital economy agents with
a gradual stabilization in new quality trend. The scientific novelty of the research results lies in the proven con-
nection between the series of bitcoin price dynamics and the frequency of online requests for bitcoin, tracking
changes in the behavior of digital economy agents before and after the introduction of quarantine restrictions.
The procedure for conducting a qualitative recurrence analysis of the series of dynamics is generalized, which
takes into account the specifics of the formation of the frequency of online requests for bitcoin, the price and
the behavioral aspect of its formation. The practical value lies in defining the characterization of the behavior
model of digital economy agents under conditions of quarantine restrictions. The behavior of digital economy
agents in the context of COVID-2019 requires further research, in particular, using cross-recurrent analysis
methods.

1 Introduction

It is difficult to find a clear generalization of the processes
that have begun and are currently taking place in the coun-
tries of the world in the COVID-pandemic [1, 2]. Un-
preparedness for new risks of this type was demonstrated
by both individuals and legal entities, authorities and so-
ciety as a whole. And this is expected, since the col-
lapse of development and interaction of individual sec-
tors of the socio-economic environment has been forming
for decades. The unsystematic nature of the government’s
programmatic actions and the devaluation of the priority
issues of ensuring the basic conditions for the survival of
society and business have led to the fact that we have be-
come hostages of our own impotence in providing the nec-
essary resistance to the expansion of the disease and the
negative socio-economic consequences of the pandemic.

New living conditions draw attention directly to the
model of our behavior and in the digital market, deter-
mine that the issues of adhering to the security of inter-
actions and the possibility of development within the new
established boundaries are priority basic goals for each of
us. The established models of the existence of forms and
∗e-mail: kucherovahanna@gmail.com
∗∗e-mail: vitalos.2704@gmail.com
∗∗∗e-mail: odvisua@gmail.com
∗∗∗∗e-mail: lexusol1987@gmail.com
†e-mail: e.v.makazan@gmail.com

ways of life in the countries of the world have confirmed
the need to reduce them, reorient the volumes of consump-
tion, production, change business models, ways of interac-
tion, and so on. New challenges and updated values have
actualized the demand for specific goods and services that
provide a solution to complex issues of socio-economic
security for each in pandemic, have led to fundamental
changes in the behavior of entities in all online and of-
fline business markets. Today, timely tracking of changes
in behavior in the markets contributes to the formation of a
new quality of management, quick adaptation of business,
changes in the basic principles of interaction and function-
ing of subjects of all spheres, clarification of current trends
and prediction of the formation of new trends in key indi-
cators.

An immediate rethinking of the socio-economic be-
havior of everyone is fundamental; the adoption of its new
restrictions should take place both at the level of the sub-
jects’ consciousness and taking into account the limiting
security measures. A business that has been developing
offline as a priority, being partially present in the online
space, while ignoring the rapid development of Internet
technologies, is now unable to overcome the financial and
economic losses that were incurred as a result of quaran-
tine restrictions. Therefore, it is logical to actualize the
movement of most of the business to the online space,
more active use of modern digital technologies and tools.

© The Authors, published by EDP Sciences. This is an open access article distributed under the terms of the Creative Commons Attribution License 4.0
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The parameters of consumer and business requests in
the context of the pandemic have undergone fundamen-
tal changes both in structure and in quality, in the way of
use. Unfortunately, modern socio-economic instruments
are not able to describe the general picture of changes in
demand and the behavior of economy agents, to demon-
strate and reliably predict the trends of current changes in
key instruments, the dynamics of which forms the prof-
itability of the markets. Because the external environment
during the pandemic has become too unpredictable. Thus,
tools such as Google Trend have become useful, where
the frequency of queries for keywords makes it possible to
track trends in the interests of subjects of the digital mar-
ket, and not only digital market in real time.

The frequency of online queries as an integrated indi-
cator of information retrieval and the activity of economy
agents determines the sphere of consumer interest, which
is described by a tuple of parameters 〈CS , M, RF , t〉,
where CS – semantic search characteristics (semantic
core), M – meaning of the semantic search, RF – business
activity of agents (frequency of requests), t – time period.

The behavioral model of economy agents is formed in
such a way that with an increase in the subject’s interest in
the target search area, the frequency of online queries for
keywords increases. If the agents’ interest is not cogni-
tive, but corresponds to the implementation of their strat-
egy in the market, then an increase in the frequency of
requests affects the price parameters of target instruments
in the direction of their values increase. Thus, an up-
ward trend in the dynamics of time series of key indicators
is formed, followed by market monitoring, the results of
which arouse interest in relevant modern tools.

This direct cyclical pattern of interdependence of in-
terests in tools and the frequency of corresponding online
requests requires system monitoring of their dynamics and
an explanation of their changes in different periods of time,
which will make it possible to determine or establish a
model of agent behavior, factors influencing it and pre-
dict its development in new conditions of socio-economic
system in offline and online.

Thus, the purpose of the research is the behavior of
agents of the digital economy, which is described using
the rate of requests for the bitcoin rate in the context of
COVID-19. The object of the research is the time series:
requests “bitcoin” in English and Russian of Ukrainian
users of the digital market, and the price of bitcoin. The
subject of research is the methods of nonlinear dynamics.

2 Related works

A significant number of scientific and practical works are
devoted to the research of time series of cryptocurrencies,
carried out by methods of machine learning and forecast-
ing [3, 4], nonlinear autoregression [5], binomial logistic
regression [6], recurrent neural network, ARIMA model
[7], Bayesian neural networks [8], theory of complex sys-
tems [9–13], fractal analysis [9, 14–19] and others. How-
ever, the identification of the behavior of digital economy
agents requires a search for specific parameters that would
uniquely determine it. The search for such parameters is

difficult, since their characterized by weak structuring and
significant subjectivity. So, to date, the results of the in-
fluence of social networks on the dynamics of the indica-
tors of the digital market [7] have been obtained, includ-
ing a quantitative relationship between social networks
and the bitcoin price [14–16], a connection between the
parameters of bitcoin and online searches in Google has
been confirmed [18], Google queries and exchange rates
[18]. Based on the results of the research, the authors con-
firm the thesis that the indicators of online search and so-
cial networks really determine the dynamics of the rate of
cryptocurrencies, therefore, this direction requires further
research. Researchers [3, 7, 8, 20, 21] have proved that the
complexity of the processes, the peculiarities of the for-
mation time series of bitcoin and the frequency of requests
for bitcoin require the use of the methodology of nonlinear
dynamics, the methods of which are actively used in the
study of processes during the manifestation of crisis phe-
nomena [5, 9], which in fully complies with the conditions
of today. However, a fairly powerful toolkit of nonlinear
dynamics only partially used in the study of the behavior
of economy agents in the online information space, which
proves the timeliness of this study.

3 Matherials

According to Google Trends data [22], the search query
“bitcoin” is characterized by a simple semantic core,
which serves as the basis for the formation of a more com-
plex, refined online information search. In particular, on-
line information requests such as “bitcoin halving”, “price
bitcoin”, “what is bitcoin”, “bitcoin course”, “bitcoin dol-
lar”, “bitcoin price usd”, “freebitcoin” have shown the
maximum popularity in the online environment over the
past year. Interest in bitcoin is not evenly distributed in
Ukraine, most often in Kyiv, Kyiv region, Kharkiv, Odesa
and Chernivtsi regions are interested in its price and char-
acteristics. Google Trends the values of the frequency of
requests in the Ukrainian language as insufficient in impor-
tance. Google Trends noted that the frequency of Bitcoin
requests was very popular in Russian and English. At the
same time, the dynamics of the frequency of requests in
the Ukrainian language showed a similarity of the dynam-
ics of the frequency of requests in Russian. The behav-
ior of market agents in terms of the frequency of Bitcoin
requests in Ukrainian the same as the frequency of Bit-
coin requests in Russian and English. The dynamics of
the studied time series is shown in figure 1.

Figure 1 shows that the dynamics of indicators is char-
acterized by a high value of volatility. The dynamic se-
ries of the frequency of requests “bitcoin” is described by
a 70.58% coefficient of variation, “bitcoin” in Russian –
90.48%, and the price of bitcoin – 83.43%. In addition,
the trend in the frequency of requests for bitcoin in En-
glish and Russian are similar, but differ in the values of
the number of requests, which is quite logical, taking into
account the dominant languages in the country.

The maximum value of the bitcoin price for the
study period was observed on December 17, 2017 and
amounted to $19140.8 , the minimum – on August 23,
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Figure 1. Frequency of requests “bitcoin”, “bitcoin” in Russian
on Google in Ukraine

2015 ($228.17). However, the maximum value of the fre-
quency of requests “bitcoin” (46 points) and “bitcoin” in
Russian (100 points) was also reached on December 17,
2017. The minimum value of the series of dynamics of the
frequency of requests for “bitcoin” of Russian at the level
of 3 points was observed on September 27, 2015 and Au-
gust 07, 2016, and the series of dynamics of the frequency
of requests for “bitcoin” on December 11, 2016.

The maximum increase in the price of bitcoin [23] for
the study period was recorded at the level of 41.5% (July
23, 2017), that is, the price increased by 800.6 dollars rel-
ative to the previous period (July 16, 2017). The maxi-
mum decrease in the price of bitcoin was observed pre-
cisely at the beginning of quarantine measures in March
2020 (March 15, 2020). Bitcoin price fell by 33.5% or
$2,715.8 relative to the previous period (March 08, 2020).
In general, on average, over the period under study, the
price of bitcoin increased by 1.9% weekly. So, in June
2020, the price of bitcoin increased 29.4 times compared
to the same period in 2015.

Studying individual periods of the time series of dy-
namics, it was found that the maximum values of the price
of bitcoin and the frequency of online requests for bitcoin
either coincide in the period, or are very close in time.
Also, sharp trends in the price of bitcoin are accompa-
nied by a surge in interest in it, even if the price trend is
decreasing. Whereas the stable fluctuations of the bitcoin
price within the boundaries of a certain corridor, to a lesser
extent, but still of interest to economy agents.

It is proposed to eliminate the unpredictability of the
studied time series of dynamics using recurrent analysis,
the implementation of which will make it possible to char-
acterize the behavior of digital economy agents in new
conditions of existence and development.

4 Methodology

To study the time series, the authors proposed a methodol-
ogy based on the method of recurrence analysis for analyz-

ing the behavior of digital economy agents in the context
of COVID-19.

The input time series for the analysis were generated
using data from Google Trends [22] and InvestFunds [23]
for the period from July 12, 2015 to June 28, 2020. Au-
thors investigate three time series, namely: the frequency
of online requests for bitcoin in Ukraine on English and
Russian, and the price of bitcoin. After the formation of
the database, the behavior of the dynamics of the studied
time series should be analyzed in order to establish the
type of behavior and the presence of a trend or random
behavior of the series.

To apply the proposed methodology, the data values of
the initial series were normalized in the interval [0, 1] by
the formula

xnorm =
xi − xmin

xmax − xmin
, (1)

where xnorm – normalized time series value;
xmax, xmin – maximum and minimum value of the time

series, respectively.
After the formation of the set of initial data, the next

step is the choice of the reasonable delay of the time series
(G). Choosing G should take into account the following
[18]:

– G must be large enough so that the value x(t) differ-
ent from the value x(t + G);

– but if G is too large, then at time (t + G) the system
will lose information about what happened at time t.

Taking into account the above, the authors define the
function of mutual information (AMI) S for the time series
that analyzed, taking into account nonlinear correlations
[24]. The time series delay time G corresponds to the first
local minimum of the mutual information function (AMI).
The time series reasonable delay time was calculated in
the R environment using the tseriesChaos library.

To determine the dimension of the time series, the au-
thors used the false nearest neighbor method given in the
work [25]. This method is based on the assumption that
in a correctly constructed attractor the neighboring points
of the phase trajectory remain very close at the follow-
ing iterations. If the nearest points diverge, then they are
called false nearest neighbors. The problem is to choose
a dimension of the phase space r at which the fraction of
points with false neighbors is minimized. The calculation
of false neighbors was calculated in the R environment us-
ing the fractal library.

The next step is to build a recurrence plot based on
the calculated space dimension and time delay parameters.
Recurrence plot is the projection of m-dimensional pseu-
dophase space onto a surface. Let the point xi correspond
to the point of the phase trajectory x(t) that describes the
dynamical system in the m-dimensional space at the time
t = i (i = 1, ...,N), then the recurrence plot is an array of
points in which a nonzero element with coordinates (i, j)
corresponds to the case when the distance between xi and
x j is less than γ:

RPi, j = θ
(
γ −

∥∥∥xi − x j

∥∥∥) xi, x j ∈ Rm (i, j = 1, ...,N), (2)

where γ – the size of the neighborhood of the point xi,
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∥∥∥xi − x j

∥∥∥ – distance between points,
θ (·) – Heaviside function.
The next stage of the proposed methodology is analy-

sis of the measures of recurrence plot. This analysis makes
it possible to determine the measures of complexity of the
structures of recurrence plot, such as: recurrence rate, per-
cent recurrence, percent determinism, average diagonal
line length, maximum diagonal line length [16, 26, 27].
Let’s consider these measures in more detail. Recurrence
rate (RR) shows the density of recurrent points, that is, it
characterizes the probability of repetition of system states:

RR =
1

N2

N∑
i, j=1

Ri, j, (3)

where N – number of points on the phase space trajectory.
Percent recurrence (%REC) displays a decrease in the

regularity of the system’s behavior and is used to analyze
the dynamic structure of a time series:

%REC =

N∑
l=1

lP (l)

N
· 100. (4)

If the percent recurrence value is less than 1%, then it
is said that there is a regular, clearly defined dynamics of
the time series behavior. For the regularity of the system’s
behaviors percent recurrence value from 1% to 5%. If the
value of the percent recurrence lies in the range from 5% to
20% or more, then this indicates that the dynamics of the
time series behavior is not regular and noisy interevent-
type data. Depending on the parameters of the delay and
the dimension of the phase space, the following average
values of the percent recurrence can be obtained: a low
(%REC ≈ 1% to 3%), moderate (%REC ≈ 5% to 10%),
and high (%REC ≈ 15% to 20%) [28].

Percent determinism (%DET ) considers the diagonal
lines of the recurrence plot. The frequency distribution
of the lengths of the diagonal lines in the recurrence plot
can be written as follows: Pγ (l) = {li, 1, ....,Nl}, where li
– i-th diagonal line length, Nl – the number of diagonal
lines (each line is counted only once). If the time series
is stochastic, then the diagonal lines of the recurrence dia-
gram are very short or completely absent. And determin-
istic time series are characterized by long diagonals and
a small number of separate recurrent points.Percent deter-
minism (%DET ) is defined using this formula:

%DET =

N∑
l=lmin

lP (l)

N∑
l=l1

lP (l)
· 100. (5)

Percent determinism characterizes the level of pre-
dictability of the time series.

Diagonal structures show the time during which a sec-
tion of a trajectory comes close enough to another section
of a trajectory. Thus, these lines allow conclusions to be
drawn regarding the divergence of the trajectory elements.
These indicators are average diagonal line length (ADL)
and maximum diagonal line length (MDL).

Average diagonal line length (ADL) characterizes the
average time during which two sections of the trajectory
pass close to each other, and can be considered as the av-
erage predictability time of the series. This measure is
calculated using the formula:

ADL =

N∑
l=lmin

lP (l)

N∑
l=lmin

P (l)
. (6)

Respectively, maximum diagonal line length (MDL)
characterizes the length of the trend and is defined as:

MDL = max ({li; i = 1, ..., Nl}) . (7)

Based on the analysis of the statistical characteristics
of the recurrence plot, it is possible to determine the pres-
ence of homogeneous processes with independent random
values, processes with slowly varying parameters, periodic
or oscillating processes that correspond to nonlinear sys-
tems. Thus, the analysis of the recurrence plot allows one
to evaluate the characteristics of a nonlinear object on rel-
atively short time series, which makes it possible to make
decisions regarding the object’s control. The measures of
the recurrence plot was calculated in the R environment
using the nonlinearTseries library.

5 Results

Based on the results of the calculations, recurrence plots
were obtained, the topological analysis of which makes it
possible to determine the structure, type, changes in the
behavior of the research object, the boundaries of phase
transitions, and to establish the sensitivity of quantitative
measures.

Recurrence quantification analysis (RQA) can be used
not only to quantify the dynamics of a whole time-series,
but also to study changes in the dynamics of a time se-
ries. Windowed RQA is potentially a very powerful tool
for detecting changes in subsets of the whole time-series.
To conduct a better study of the temporal structure, the
dynamic series of the bitcoin request frequency (in En-
glish) and time-series of price of bitcoin were divided into
four periods, the length of each of which was 65 observa-
tions: A) July 12, 2015 – October 02, 2016, B) October 09,
2016 – December 31, 2017, C) January 07, 2018 – March
31, 2019, D) April 07,2019 – June 28, 2020. Recurrence
plot of the behavior of digital economy agents were con-
structed and RQA was calculated for each subset of the
time series (adjacent non-overlapping windows of 65 data
points) (figure 2).

Gradual changes in the parameters of the behavior of
digital economy agents are clearly visible, in particular
during period B (October 09, 2016 – December 31, 2017),
where the drift of the attractor was revealed (white lower
and upper corners of the plot, a diagonal line) and the
emergence of a new structure during the period of influ-
ence of the consequences COVID-2019 in period D (April
07,2019 – June 28, 2020).
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A) B)

C) D)

Figure 2. Recurrence plot of the behavior of digital economy agents (frequency of online requests “bitcoin” according to Google
Trends in Ukraine): A) July 12, 2015 – October 02, 2016, B) October 09, 2016 – December 31, 2017, C) January 07, 2018 – March
31, 2019, D) April 07,2019 – June 28, 2020

Analyzed period on the recurrence plot is displayed by
contrasting areas and stripes, which is explained by sharp
changes in values, randomness, rarity, in general, stochas-
tic behavior of digital market entities, unpredictability of
changes in interest in it.

However, separately placed random recurrent points
are not the result of randomness, their presence proves that
interest in the price of bitcoin is simply not stable over time
and can be caused by significant fluctuations. The mea-
sures of the recurrence plot are investigated such as: per-
cent recurrence (%REC), percent determinism (%DET ),
average diagonal line length (ADL), maximum diagonal
line length (MDL) (table 1).

The change in the %REC value from 71.46% to
57.93% in the periods under study proves that the behavior
of digital market entities is unstable, noisy interevent-type
data. The lowest value of %REC (9.83%) was recorded in
period B, when the trajectory of behavior reaches a new
level of development of processes. Starting from period
C, the %REC value increases significantly and fluctuates
within the range of 54-57%. The obtained values indi-
cate an increase in irregularity and the presence of noisy

Table 1. Recurrence Quantification Analysis of the frequency of
requests “bitcoin”

Measures of the
recurrence plot

1 plot
(A)

2 plot
(B)

3 plot
(C)

4 plot
(D)

%REC 71.46 9.83 54.67 57.93
%DET 93.78 73.87 93.86 89.60
ADL 4.80 3.97 5.74 3.12
MDL 35.00 6.00 39.00 27.00

interevent-type data in this time series. Percent determin-
ism (%DET ) ranges from 73-93%. In addition, in periods
A and C the measure value is almost the same, while in
period D it slightly decreased to 89.60%.

Average trend predictability time (ADL) and maxi-
mum diagonal line length (MDL) are lowest in periods
B and D. Want in period D the MDL value reaches 27
points, which is 4.5 times more than the same value in
period B. Thus, the trajectory of the behavior of digital
economy agents demonstrates a phase transition to another
level of development in period B and the formation of a
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new, approximate model to the existing one, but with new
qualitative parameters in period D.

At the same time, the recurrence plots for the corre-
sponding periods of the bitcoin price are also character-
ized by the attractor drift. However, the dynamics of the
indicator adheres to the original trajectory from Septem-
ber 10, 2016 and takes into account the changes in pro-
cesses during the D period as a result of the impact of
COVID-2019 (figure 3). Despite the powerful volatility
and extreme growth in the price of bitcoin (in particular
in 2018), the symmetry of plots proves the constancy of
the formation of bitcoin price over time, the tendency of
points to a given trajectory, but with the inherent random-
ness of qualitative values. The measures of the recurrence
plot for price of bitcoin are in table 2.

Table 2. Recurrence Quantification Analysis of the price of
bitcoin

Measures of the
recurrence plot

1 plot
(A)

2 plot
(B)

3 plot
(C)

4 plot
(D)

%REC 1 37.5 24.5 17.5
%DET 99.5 82.67 77.55 82.86
ADL 19 12 10 5
MDL 10.76 6.53 4.47 3.87

The %REC value of the series of bitcoin price dynam-
ics is lower than the value of the similar measure of the
frequency of requests for bitcoin, which proves the more
constant behavior of digital economy agents. However,
in period A, a time series of bitcoin price dynamics were
characterized by regularity and clear definition of the dy-
namics of changes in the time series (%REC = 1%).

The indicators of predictability of the time series
(%DET ) are similar with the dynamics of changes in re-
quests for bitcoin in periods B and D, but differ signif-
icantly in values. In particular, the lowest values of the
measure were recorded in period C.

However, the time series of bitcoin price dynamics are
characterized by a high level of unpredictability, the av-
erage predictability time significantly decreased from 19
points in period A to 5 points in period D. The length of
the trend decreased from 10.76 points in period A to 3.87
points in period D. Another result was obtained from the
data of recurrence plot of agents of the digital economy for
the indicator of the frequency of requests “bitcoin” in Rus-
sian (figure 4, figure 5). And this is logical, since Ukraine
is a bilingual country (Ukrainian and Russian languages).

In figure 5, period A clearly shows the drift of the at-
tractor, the formation of a strong trend in the price of bit-
coin, which is displayed in the form of an arrow. The for-
mation of a trend is accompanied by an increase in interest
in price changes, the frequency of requests is not stable in
time for the frequency and value (figure 4, A).

Black stripes characterize nonstationarity of behavior,
which means the formation of a transitional period. Pe-
riodic patterns characterize the cyclical nature of certain
changes in interest in the price of bitcoin, the distance be-
tween which determines the period. Black dots, which are
repeated in isolation, characterize a random interest in the

price of bitcoin, its rapid changes (figure 4, A). The for-
mation of the price trend, which is presented on the recur-
rence plot for period B (figure 5, B), is characterized by
a certain stationarity of fluctuations within the accepted
range of values. The fading of bitcoin price fluctuations
is accompanied by the systematization of interest in it,
streamlining the behavior of digital economy agents, re-
ducing it to the usual monitoring of prices (figure 4, B).
The measures of the recurrence plot for price of bitcoin
and frequency of online requests “bitcoin” in Russian are
in table 3. The constancy and regularity of the bitcoin
price dynamics significantly increases in period B com-
pared to period A, the %REC value changed from 54.71%
to 5.41%. However, the percent determinism (%DET ) is
reduced from 97.97% to 82.61% in the corresponding pe-
riods. Over the selected periods, the average predictabil-
ity time decreased from 19.08 points to 5.7 points, and
the trend length decreased by half - from 77 points to 35
points. There is a change in the phase space, trends in
general. Other trends show metrics for the time series of
bitcoin requests. The percent determinism (%DET ) is de-
creasing, from 97.97% to 82.61% in the corresponding pe-
riods. The average predictability level slightly decreased
from 4 points to 3.9 points, and the trend length increased
from 13 points to 19 points, which confirms the formation
of a clear trend and a strong trend.

6 Conclusions

As a result of the research, the relationship between the
time series of the price of bitcoin and the frequency of on-
line requests for bitcoin as an indicator that characterizes
the behavior of agents of the digital economy. The behav-
ior differs were confirmed in the periods before and after
the introduction of the COVID-19 quarantine restrictions.
An increase in the activity and internal disturbances in the
behavior of agents of the digital economy during periods
of significant volatility in the price of bitcoin and, on the
contrary, its decrease during a period of stabilization and
insignificant fluctuations in a certain price band was con-
firmed. This pattern is explained by the decentralization
of the digital market tools, the complexity of the processes
of internal self-organization of agents, the strategies they
have chosen in the digital market, their role, emotional-
volitional, behavioral and cognitive features that are un-
commonly manifested during quarantine restrictions. The
approach and procedure for the implementation of the Re-
currence Quantification Analysis (RQA) of the time series
of the price of bitcoin and the frequency of online requests
about it are determined. The investigated recurrence plots
of the bitcoin price and the frequency of online requests for
bitcoin indicate the unpredictability of the behavior of dig-
ital economy agents with a pronounced linear trend. As a
result of the research of windowed RQA, the authors came
to the conclusion that the behavior of the agents of the dig-
ital economy (the frequency of requests for “bitcoin” in
English) showed a change in trend precisely in the period
October 09,2016 – March 31, 2019, where the drift of the
attractor and the emergence of a new structure were re-
vealed. During the period of COVID-2019 quarantine re-
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A) B)

C) D)

Figure 3. Recurrence plot of the price of bitcoin: A) July 12, 2015 – October 02, 2016, B) October 09, 2016 – December 31, 2017,
C) January 07, 2018 – March 31, 2019, D) April 07,2019 – June 28, 2020

Table 3. Recurrence Quantification Analysis of the price of bitcoin and frequency of online requests “bitcoin” in Russian

Measures of the recurrence plot Price of bitcoin Frequency of online requests “bitcoin” in Russian
1 plot (A) 2 plot (B) 1 plot (A) 2 plot (B)

%REC 54.7 5.41 20.07 39.45
%DET 98 82.6 71.19 74.71
ADL 19.1 5.7 4 3,9
MDL 77 35 13 19

strictions, the behavior of economy agents is characterized
by an increased level of stochastic, although interest in the
price of bitcoin is unstable over time, but can be caused
by significant fluctuations. A qualitative analysis of re-
currence plots of the behavior of digital economy agents
confirmed the formation of a new phase transition and
destabilization during the period of quarantine restrictions,
which forms a behavior model similar to the previous one,
but with new qualitative parameters. The bitcoin price is
characterized by the drift of the attractor, the constancy of
price formation over time, adherence to the initial trajec-
tory and the tendency of points towards it with a character-
istic randomness of qualitative values, which is explained
by changes in socio-economic processes, in particular as a

result of the impact of COVID-2019. However, the time
series of the bitcoin price and the frequency of requests
“bitcoin” in Russian are qualitatively different from the
similar series of the frequency of requests “bitcoin” in En-
glish for Ukrainian online-user. The investigated series of
bitcoin price dynamics over two periods also demonstrates
the drift of the attractor and the formation of a strong trend,
which is accompanied by an increase and stabilization of
interest in price fluctuations. The frequency of online re-
quests is unstable over time only during the period July
12, 2015 – December 31, 2017. The non-stationarity of
the behavior of economy agents was confirmed, the for-
mation of a transitional period with a characteristic alter-
nation of cyclical and random changes in interest in the
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Figure 4. Recurrence plot of the behavior of digital economy agents (frequency of online requests “bitcoin” in Russian according to
Google Trends in Ukraine): A) July 12, 2015 – December 31, 2017, B) January 07, 2018 – June 28, 2020

A) B)

Figure 5. Recurrence plot of the price of bitcoin: A) July 12, 2015 – December 31, 2017, B) January 07, 2018 – June 28, 2020

bitcoin price in the period July 12, 2015 – December 31,
2017 was recorded. Whereas the period January 07, 2018
– June 28, 2020 is characterized by a certain stationarity
of fluctuations, which is accompanied by the systematiza-
tion of interest in the price of bitcoin, streamlining the be-
havior of agents of the digital economy, reducing it to the
usual monitoring of prices. Thus, the behavior of digital
economy agents in the context of COVID-2019 has gener-
ated a new trend with updated qualitative indicators, which
requires further research, including using cross-recurrent
analysis methods.
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Economic productivity and competitiveness of Ukrainian exports due to the
global challenges
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Abstract. Productivity and economic growth are key factors to maintain and improve the competitiveness of
nations in the global market. The paper analyzes the prospects for the competitiveness of Ukrainian exports
in the terms of pandemic circumstances and post-pandemic recovery of the global economy. The prospects
for strengthening the competitiveness of Ukraine’s economy evaluating based on the modified approach for
assessing the revealed comparative advantage. The dynamics and structure of major industries exports were
estimating. The research result proved that the growth of innovative products in the iron and steel industry
increases its competitiveness in the world market. The established reduction of the identified comparative
advantages index for the main exports positions reflects the presence of structural and technological lags in
the modern structure of the national economy and requires economic policy measures aimed at long-term ac-
tion. Respectively, the main goals of contemporary national economic policy aimed at promoting the export
competitiveness of Ukrainian products (goods & services) have to be the stimulating of R&D, infrastructure
modernization and capital deepening.

1 Introduction

2020 marked the beginning of the global recession in
global economic dynamics. This recession was quite ex-
pected due to the long period of previous growth, the accu-
mulation of global imbalances, especially in the financial
markets. Nowadays the forecasts of the future global sit-
uation in the context of the stability of existing national
economic models, the capabilities of regional integration
associations, the capacity and capacity of international
organizations, their ability to effectively address external
and internal challenges intensified. The cyclical nature of
economic development objectively determines the change
in the tools of state regulation for ensuring its stability.
The challenges of the COVID-19 pandemic and the re-
sulting large-scale economic constraints have significantly
changed the target priorities of national and international
economic policy [1, 2]. The dilemma of the priority of
state support faced the countries of the European Union, is
also the characteristic for the individual states’ economic
policy. The issue of choice in the EU was the focus of eco-
nomic policy on reducing interstate socio-economic dif-
ferentiation and the commitment of individual countries
(for example, Poland and Hungary), using the temporary
concentration of power at the national government level,
to move away from EU fundamental values, including
protection freedom, equality, rule of law. The approach
of opponents of a common European anti-crisis policy

∗e-mail: l_petkova@ukr.net
∗∗e-mail: o.berezina@chdtu.edu.ua
∗∗∗e-mail: irynahoncharenko@gmail.com
∗∗∗∗e-mail: meb@chdtu.edu.ua

leads, among other consequences, to non-transparent and
economically unjustified support for near the government
businesses through financial incentives.

Activation of competitive advantages of the national
economy is determined by the available human, physi-
cal, natural potential, level and complementarity of eco-
nomic development due to the basic theory of M. Porter
[3]. H. Davies and P. Ellis [4] determined productiv-
ity of industries as the more important factor for coun-
try’s sustainable economic growth. The effective means of
strengthening the national economy in the era of domina-
tion of multinational companies is the ability to adjust the
production of national firms and industries within global
value chains, according to AJ Smith (2010) [5], S. Chopra
and P. Meindl [6], J. A. Robinson and D. Acemoglu [7]
noted that the basic issue of ensuring the preconditions
for sustainable economic growth, strengthening interna-
tional competitiveness and improving the quality of life
in growing countries is the creation of inclusive economic
and political institutions. The functioning of these insti-
tutions determines the possibility of progress in education
and technology – factors that increase the productivity of
the economy, industries and enterprises.

The most significant factors in increasing production
productivity and competitiveness at the current stage of
post-industrial development are the conditions for improv-
ing key economic factors – human capital and technology.
The relationship between the quality of human capital and
technology, the ability of employees to use new technolo-
gies and to improve them were studied by J. R. Baldwin,
B. Diverty and D. Sabourin [8]. They grounded, that pro-
ductivity of human capital is significantly higher in indus-
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tries where modern information and communication tech-
nologies are used. Widespread use of these technologies
leads to cost reductions, changes in business organiza-
tional structures. Wages growth faster in industries that
actively use modern technology. Moreover, firms that sup-
port the training of their employees and carry out research
and development are more technological and competitive.

Infrastructure factors are effective for the constant in-
crease in capital and labour productivity. Analysis of pub-
lic investment in infrastructure projects reflects the impor-
tance of their effective management, especially in emerg-
ing markets, to mitigate the threat of budget imbalances.
A. Isaksson noted [9] that the basic preconditions for in-
creasing productivity and competitiveness are investments
in human capital (education and health care), improvement
of infrastructure, financial security, and development of
basic institutions (openness and competition). Good gov-
ernance is the key to the success of quality, productivity
and competitiveness policies.

The case analysis of some countries with growing mar-
kets made by B. F. Filip [10] proves the priority of infor-
mation technology, increasing the share of R&D in total
costs for increasing multifactor productivity and growth
of competitiveness.

The interaction and role of social, human and techno-
logical capital in increasing TFP were studied by B. Det-
tori, E. Marrocu and R. Paci [11]. The results of their study
confirm the high effectiveness of these factors supporting
policy for providing productivity growth, economic cohe-
sion in European regions. Simultaneous support and inter-
action of technological, human and social capital form the
spatial poles of accelerated development.

The role of international trade in national competitive-
ness has been studied by G. Muratoğlu and Y. Muratoğlu
[12]. They determined the determinants of export com-
petitiveness and grounded that transnational FDI has not
always made a positive impact on national productivity.
Instead, the growth of the share of high-tech export has a
clear positive effect on the growth of the country’s com-
parative advantages.

The challenges of increasing national economic pro-
ductivity are quite acute for Ukraine. Decades of transfor-
mational development have not formed a consistent trend
of improving the quality of economic growth factors and
long-term prerequisites for productivity gains. One of the
main challenges for Ukraine is the creation of new com-
petitive advantages associated with investments in the lat-
est technologies, innovations, research, human capital, ef-
ficient allocation of resources and redistribution, which is
accompanied by changes in the behaviour of economic en-
tities [13].

Respectively, the main goals of contemporary national
economic policy aimed at promoting the export competi-
tiveness of Ukrainian products (goods & services) have to
be the stimulating of R&D, infrastructure modernization
and capital deepening.

In this issue the method for assessing the revealed
comparative advantage used for estimating the prospects
for strengthening the competitiveness of Ukraine’s econ-
omy through the dynamics and structure of exports of ma-

jor industries. The modified approach to the assessment of
comparative advantages is based on the method of deter-
mining the coefficient of the revealed comparative advan-
tage (Revealed Comparative Advantage, RCA) [14].

RCA =
1000

Xt
j + Mt

j
×

Xt
i j + Mt

i j −
(
Xt

j − Mt
j

)
×

Xt
i j + Mt

i j

Xt
j + Mt

j


(1)

where Xt
j – the total exports of the country (s) relatively to

the group of other analyzed countries;
Mt

j – the total imports of the country (i) relatively to
the group of other analyzed countries;

Xt
i j – the export of the industry or sector ( j) of the

country (s) relatively to the group of other analyzed coun-
tries;

Mt
i j – imports of goods of the sector ( j) of the country

(i) relatively to the group of other analyzed countries.
This work aims to analyze the prospects for the com-

petitiveness of Ukrainian exports in the terms of pandemic
circumstances and post-pandemic recovery of the global
economy.

2 Results

The GDP of most countries reduced in 2020. According
to IMF[15] estimates, the economic decline is expected at
the global level (world) – 4.4%, in the group of developed
countries (advanced economies, AE) – 5.8%, in growing
and developing countries (emerging markets and develop-
ing economies, EMDE) – 3.3%. The expected decline in
Ukraine’s GDP in 2020 is 7.2% [15]. Overcoming the ef-
fects of the global economic crisis is difficult for advanced
economies, but low-income countries (LIC) are particu-
larly affected and burdened with significant external debts.
About 1.5 billion people in the least developed countries
feel the weakness of national health care systems and in-
stitutional failure. The total amount of state-to-business
support for employees was about 20% of GDP in AE dur-
ing the quarantine period. However, in LIC this support
was only about 2% of GDP. It has to be noted that national
governments implement active measures to minimize the
effects of the crisis and pandemic. As in previous situa-
tions of global economic downturn, monetary easing mea-
sures are being taken, and businesses are receiving signif-
icant fiscal and credit support to minimize losses from the
recession.

The EU’s response to the latest threats is significant. It
reflects a clear awareness of partnership and solidarity ad-
vantages in overcoming challenges, as well as strengths
of collective and coordinated action in contrast to indi-
vidual decisions. The European Commission is imple-
menting the Coronavirus Response Investment Initiative
(CRII) to mobilize cohesion policy and for speed re-
sponse to threats[16]. The main objectives of European
policy against the pandemic and economic downturn are
the support for health systems, labour markets, small and
medium-sized businesses and help the most affected re-
gions. The list of national business support measures intro-
duced by European countries can be divided into the fol-
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lowing areas: tax incentives (deferral and reduction of tax
payments), financial guarantees for companies that need
the additional resources during the crisis, simplification
of credit support, income support, subsidies for wages in
forced part-time employment, etc. [17]. The example of
AE and integration associations makes it possible to adjust
the economic policy of other countries in a pandemic and
economic recession.

Ukraine’s economy is declining in key macroeconomic
indicators. The decline in some of them was recorded be-
fore the global pandemic and significantly deepened by its
effects. For example, the index of industrial production be-
gan the ongoing decline in October 2019, the turnover of
transport companies began the ongoing decline in January
2020. The set of preconditions determines the complexity
of this situation, both internal and external, and economic
recovery requires an active public policy using the most
effective and proven measures.

The dynamics of the Ukrainian economy competitive-
ness through the RCA index for the largest export goods
and services categories during last seven years given in ta-
ble 1.

Iron and steel were the largest export category of
Ukraine until recently. Ukraine sold more grain crops than
iron and steel at the total cost only in 2019. The main im-
porters of Ukrainian steel are Italy, Egypt, Russia, Turkey
and Poland. Products of this category are mainly raw ma-
terials. The index of Ukrainian iron and steel exports tends
to decline steadily, which indicates a deterioration in the
competitiveness of domestic metallurgy. For example, in
2013 the value of the indicator was 97.66, but in 2019 it
was only 76.25, and further deterioration and decline ex-
pected. Iron or steel products are other types of metallur-
gical products that have a significant decrease in the index
also. In 2013 it was 12.5, but in 2019 – only 1.35. In-
sufficient level of technological renewal of Ukrainian met-
allurgy against the background of increasing competition
in the industry and aggressive policy of competitors to ex-
pand markets create a negative outlook for domestic ex-
ports.

Instead, exports and the competitiveness of the
Ukrainian agricultural sector are growing. Indices of the
categories “cereals”, “seeds and fruits of oilseeds”, “ani-
mal and vegetable fats”, “residues and wastes of the food
industry” are growing. RCA indicators doubled for each
category. However, due to the lower level of the agricul-
tural sector adaptability, its role in the structure of export
specialization hasn’t to be prevailing.

Ukraine has negative RCA indices for electric ma-
chines, nuclear reactors, boilers and machines – categories
where imports are more than exports. At the same time,
the dynamics indicate that the competitiveness of electric
machines has halved in the last six years, and of nuclear
reactors, boilers and machines – three times. The index of
wood and wood products has almost doubled. The main
product is lumber – the raw materials for the manufacture
of furniture et al. Thus, the manufacturability of Ukrainian
commodity exports and competitiveness of more techno-
logical categories of exports and industries has decreased
over the past seven years.

The indicators of the RCA index for the largest cate-
gories of Ukrainian exports of services shown in table 2.

The situation with the competitiveness of Ukrainian
services is much more optimistic than with goods. The
trade balance of transportation, namely: sea, air, rail, road
and pipeline services is positive. Ukraine is using its po-
tential as a transit state. The pipeline transport services
amount half of all transport services exports. The index of
transport services competitiveness is volatile and hasn’t an
obvious tendency to increase or decrease.

The competitiveness of computer and information ser-
vices tripled and the competitiveness of telecommunica-
tions services increased more than doubling. The main
trade partners in computer, information and telecommu-
nications services are the United States, the United King-
dom, Israel, Malta and Germany. Half of the services in
this area are exported to the United States. IT sector is one
of the most promising areas of further development and
specialization with significant potential for value-added.
Moreover, during this period, the competitiveness of con-
struction, financial, insurance and other types of services
has increased. Ukraine changed its status from an importer
to an exporter in construction services, the index has in-
creased 8 times. For financial services, this indicator dou-
bled.

Ukraine’s position in 2019 improved by 5 points in
the Doing Business Ranking (71st of 190 countries). The
country showed the largest growth in such categories as
taxation (growth by 110 positions, 54th place), interna-
tional trade (+70 positions, 78th place) and investor pro-
tection (+56 positions, 72nd place). In the Doing Busi-
ness 2020 (DB 2020), Ukraine hold 64th place, improving
its position compared to Doing Business-2019, by seven
points [20]. The greatest progress was in the indicators
“protection of minority shareholders” (the position im-
proved by 27 points), and “obtaining the permissions for
building and construction” by 10 points.

Meanwhile, the rating agency Moody’s Investors Ser-
vice upgraded Ukraine’s sovereign rating from Caa2 to
Caa1, which means a change in the prognosis from “posi-
tive” to “stable”.

Ukraine ranked 83rd out of 140 in the Global Compet-
itiveness Index (GCI 2020 Ukraine ranks 110th in terms of
state institutions, 57th in terms of infrastructure develop-
ment, 77th in terms of adaptation of modern technologies,
as well as macroeconomic stability – 131st, healthcare –
94th, education – 46th place, goods market – 73rd, labour
market – 66th, financial system – 117th, market size –
47th, business dynamics – 86th, ability to innovate – 58th)
[21].

In the Global Innovation Index 2020 [22], Ukraine rose
7 places to 43rd, ahead of Thailand and behind Croatia
and Greece. At the same time, Poland took 39th place,
Russia – 46th, Moldova – 48th, Kazakhstan – 74th, Be-
larus – 86th. The best indicator in the group of the former
USSR obtained by Estonia which took 24th place. The
leaders of the ranking are the following ten most inno-
vative countries: Switzerland, the Netherlands, Sweden,
Great Britain, Singapore, the United States, Finland, Den-
mark, Germany and Ireland.
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Table 1. Index of Ukrainian goods exports competitiveness (according to the data [18, 19])

Categories Years
2013 2014 2015 2016 2017 2018 2019

Iron and steel 97.66 107.78 96.78 89.35 88.30 91.58 76.25
Cereal crops 47.87 57.33 77.37 81.51 73.01 73.77 93.85
Animal and vegetable fats 24.84 32.68 40.84 51.29 50.30 44.83 44.76
Ore, slag, ash 25.83 26.08 21.31 21.14 25.90 27.10 31.23
Electric machines -11.27 -10.11 -9.96 -12.23 -12.07 -17.27 -26.76
Seeds and fruits of oil plants 13.51 12.79 16.48 17.01 20.10 17.51 22.10
Reactors, boilers, machines -14.42 -17.53 -21.96 -38.17 -38.08 -38.50 -37.51
Wood and products of wood 6.39 9.12 12.65 13.14 11.43 13.17 11.41
Residues and waste from the food industry 5.38 8.06 10.95 11.57 10.41 10.70 12.82
Steel or iron products 12.50 7.97 5.07 1.24 2.22 3.14 1.35

Table 2. Index of Ukrainian services export competitiveness (according to the data [18, 19]))

Categories Years
2013 2014 2015 2016 2017 2018 2019

Transportation 152.10 143.85 153,21 160.01 145.73 123.37 151.94
Computer and information services 13.16 30.32 35.80 41.05 42.00 50.68 38.19
Business services -20.03 -21.75 -21.40 -33.06 -29.19 -58.70 -49.92
Tourism -29.45 -39.93 -40.45 -42.10 -54.84 -59.86 -73.72
Communication services -8.11 -0.47 -6.44 -1.13 -3.09 -1.96 -3.03
Construction services -8.64 -1.42 10.47 12.71 -4.45 1.68 0.41
Financial services -49.99 -48.75 -64.10 -44.13 -31.60 -30.26 -26.16
Insurance services -7.30 -4.27 -4.00 -7.69 -8.84 -3.90 -3.53
Fees for royalty and licenses -47.38 -28.54 -22.80 -26.27 -31.99 -33.96 -33.59
Personal, cultural and health services -0.91 0.52 0.06 -0.07 -1.07 -0.11 -0.09

The basis of Ukrainian innovative competitiveness is
human capital and research, as well as knowledge and
research results. Their effective implementation is the
main competitive advantage. However, compared to 2017,
Ukraine lost 2 positions in the sub-index “Human Capital
and Research”, decreasing from 41st to 43rd place due to
a reduction in education costs as a percentage of GDP and
research and development costs as a percentage of GDP.
At the same time, in the sub-index “Knowledge and results
of scientific research”, Ukraine is in a high 27th place in
the overall ranking. The main strengths of this sub-index
are the following: knowledge creation (15th place), the
ratio of patents to GDP at purchasing power parity (19th
place), the ratio of utility models to GDP at purchasing
power parity (1st place), the cost of computer software as
a percentage of GDP (17th place), exports of ICT services
as a percentage of total trade (15th place).

In the Bloomberg Index of Innovative Development
(BIID 2019) Ukraine obtained the 53rd place in 2019 with
a total score of 48.09, deteriorating its position by a to-
tal of 7, due to the weakening of Ukraine’s position on 6
of the seven components of this index (table 3), authors’
calculations according to the data [23].

According to the latest published report of the World
Economic Forum “The Global Competitiveness Report
2019” [21], Ukraine ranked 83rd among 140 countries.
The Dominican Republic is in the 82nd place, and Mace-
donia is in the 84th place. Compared to the data of the pre-
vious report, Ukraine lost 2 positions, but such a compari-

Table 3. Ukraine’s position in the Bloomberg Innovation Index

Index Years
2018 2019

General index 46 53
Intensity of research and development
(R&D expenditures / GDP)

47 54

Productivity 50 60
Penetration of high technologies (share
of innovative companies in the total
number of enterprises)

32 37

Concentration of researchers (number of
scientists per 1 million inhabitants)

46 46

Value added production (value added of
production / GDP)

48 58

Efficiency of higher education (share of
freelance graduates in the total number
of graduates of educational institutions)

21 28

Patent activity 27 35

son is incorrect, as the report for 2018 changed the method
of calculating the index and its components. According to
the new approach, the ranking is led by the United States,
Singapore and Germany. Yemen and Chad have the low-
est level of competitiveness – 139th and 140th respec-
tively. Ukraine’s geographical neighbours have the best
positions: Poland – 37th place, Slovakia – 41st, the Rus-
sian Federation – 43rd, Hungary – 48th, Romania – 52nd.
The authors of the rating (GCR 2019) noted that Ukraine
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occupies a fairly high position in the sub-indices: market
size – 47th place, skills – 46th place. Instead, the most
problematic are the sub-indices macroeconomic stability
(131st), the financial system (117th), institutions (110th).

In the report “European Innovation Scoreboard 2019”
[24], the leader in innovation is Sweden. The leader’s
group also includes Denmark, Finland, Germany and the
Netherlands. Ukraine’s position has decreased, and now
its level corresponds to the group of European innovation
outsiders (Romania, Bulgaria). The value of the aggregate
index for Ukraine in 2019 was 27.8% (in 2016 – 28.9%),
which indicates a decline of 1.1% compared to 2016. Ac-
cording to the methodology, Ukraine is in the group of
slow innovators. Ukraine lags behind in all indicators, ex-
cept for human resources (110.3%) and the impact of em-
ployment (77.5%). The weakest sides are communications
and entrepreneurship (9.5%), the innovation environment
(4.1% in 2017, no data in 2010 and 2016). According to
the report, Ukraine is characterized by a low level of GDP
per capita in 2017 – 6,600 USD (by PPP), while the av-
erage value of this indicator in the EU is 28,600 dollars.
Ukraine’s GDP growth rate and population growth rate are
negative.

The export of goods consists of about 80% in the
general structure of Ukraine’s exports, and the strategic
goal of increasing its manufacturability is important to
strengthen the key characteristics of competitiveness in
foreign markets. The production of iron and steel industry
is stable at 20-25% of the total volume of industrial pro-
duction in Ukraine during 2001-2019 years. The results of
the calculating relationship between the share (percent) of
innovative industrial products (x) in iron and steel industry,
and the Ukrainian iron and steel industry competitiveness
(y) shown in table 4.

Table 4. The share of innovative products and competitiveness
of iron and steel industry (according to the [18] data)

Year x y

2000 9.4 163.67
2001 6.8 144.16
2002 7.0 140.11
2003 5.6 134.86
2004 5.8 150.20
2005 6.5 151.24
2006 6.7 152.79
2007 6.7 149.64
2008 5.9 149.88
2009 4.8 116.29
2010 3.8 125.51
2011 3.8 117.14
2012 3.3 96.93
2013 3.3 97.66
2014 2.5 107.78
2015 1.4 96.78
2016 1.0 89.35
2017 0.7 88.30
2018 0.8 91.58
2019 1.3 76.25

The research result proved that the growth of innova-
tive products in the iron and steel industry increases its
competitiveness in the world market. The values of the
calculated parameters of the linear function are presented
in the linear regression equation (2).

Y = 77.55618 − 10.2068x (2)

The linear correlation coefficient for this model is 0.95.
The coefficient of determination shows that the competi-
tiveness of iron and steel industry products (y) by 89.35%
depends on the share of innovative industrial products (x),
and 10.65% is the influence of other factors. Thus, the in-
crease in the share of innovative products in the exports
of the Ukrainian iron and steel industry is the determining
factor in its competitiveness on the world market. From
2013 to 2019, the level of manufacturability of Ukrainian
merchandise exports and its competitiveness decreased,
while the competitiveness of Ukrainian services, primarily
IT, as well as financial and insurance services increased.
The position of Ukrainian producers in global value chains
remains unfavourable due to the export of low value-added
products and imports of high-tech goods.

The level of state participation and regulation of eco-
nomic and private sphere is another nowadays topical is-
sue. According to Y. N. Harari [25], humanity is faced
with two particularly important choices between totalitar-
ian surveillance and the support and information of cit-
izens; between nationalist isolation and world solidarity
during the crisis. The experience of countries that slowed
down the spread of the epidemic is essential. Some coun-
tries use the geolocation data actively for tracking the
movement of sick persons or population at risk. In China,
Taiwan, Singapore, South Korea, Israel, various technical
solutions are used to monitor people, their movement and
contacts. The so-called “digital strategy of human iden-
tification” is used by European countries for the period
of the pandemic. Such decisions are not easy for demo-
cratic countries, because the threat to civil liberties is quite
real and conscious in the current circumstances. There-
fore, their governmental and interstate policies are aimed
at combining the necessary restrictive measures and pro-
tection of confidentiality as much as possible. However,
in autocratic states, there is no public discussion about the
expediency of using additional tools for state control of
private life. It is possible to assume a significant transfor-
mation of political models in some countries based on as-
sessing the prospects of the post-crisis period of global de-
velopment. However, the existing political tradition, ma-
turity and responsibility of political elites and civil society
for the implementation of priority worldview values will
remain decisive.

3 Conclusions and suggestions

The global economy today faces serious and numerous
challenges. Methods for overcoming the traditional prob-
lems of the cyclical downturn are complemented by the
daily experience of overcoming the COVID-19 pandemic.
The challenges for government anti-crisis policy in EMDE
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are reinforced by the need to establish long-term trends in
sustainable economic growth.

The countries represented on the world market by
transnational companies are gaining more and more com-
petitive advantages in the international division of labour
with the strengthening of global interdependence. Dig-
ital technology-based businesses have significantly im-
proved their competitive position in terms of the pan-
demic. Namely, e-commerce has almost tripled during this
time. The significant funding for the formation of a long-
term national strategy for post-pandemic growth is the em-
phasis on high-tech and digital businesses.

Ukraine’s economy has a high level of integration into
world markets. At the same time, it has loses because
of the efficiency and manufacturability of foreign eco-
nomic activity. The established reduction of the identi-
fied comparative advantages index for the main branches
of goods’ exports reflects the presence of structural and
technological lags in the modern economic structure of the
country and requires economic policy measures aimed at
long-term action. Instead, the Ukrainian economy demon-
strates positive dynamics in the export of services and
reflects the progressive trends of technological develop-
ment, first of all in the export of IT services. Analysis of
the Index of Ukrainian goods exports competitiveness, In-
dex of Ukrainian services export competitiveness reflects
a steady trend towards the loss of long-term competitive-
ness of Ukrainian industries for the production of goods,
especially raw materials. At the same time, there is a pos-
itive trend to expand the competitive capabilities of mod-
ern high-tech services – Computer and information ser-
vices, Communication, Construction services. Sustain the
conditions for further foreign economic expansion of these
Ukrainian businesses is one of the main tasks for the gov-
ernment’s economic policy.

Governments are taking emergency measures to ad-
dress global economic challenges and support national
economies. The scale of financial support for citizens dur-
ing the period of temporary loss of their solvency and busi-
ness unprecedented, especially for small and medium busi-
nesses. The considering the growing global challenges
including the COVID-19 pandemic, returning the crucial
role of economic policy to national governments, also
increasing the international coordination of crisis efforts
and shifting the emphasis to stimulating economic activity
of small and medium businesses would shape the econ-
omy policy shortly. The maximally support the above-
mentioned high-tech businesses-locomotives of long-term
growth and using of such experience is significantly im-
portant for Ukraine. Primarily, fiscal and monetary stimu-
lus measures will be appropriate.

Despite the need for additional protection of national
economies and, consequently, change of the existing prac-
tice of international integration, the objective reasons for
its renewal will not disappear in the post-crisis period. The
commonality of the current epidemiological, economic,
and social challenges also determines the joint efforts to
overcome them. The world economy will change as with
any crisis, but with a new experience in countering global
threats, the number of which isn’t decreasing.

Ukraine’s foreign economic policy has to be based on
the possibility of effective integration into world value
chains, logistics and communication networks due to
the further consolidation of international efforts to solve
global problems.

Further research will be devoted to elaborating the spe-
cific mechanisms to increase the manufacturability and
competitiveness of both traditional and new industries of
Ukrainian exports.
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Abstract. The article is devoted to the study and comparative analysis of the stock quotes dynamics for the
world’s leading companies in the IT sector and the entertainment industry. Today, these areas are developing
the fastest and most powerful, which attracts the attention of investors around the world. This is due to the rapid
development of digital communication technologies, the growth of intellectualization and individualization of
goods and services, and so on. These spheres have strong development potential, but the question to how
their companies’ stock quotes respond to the impact of such a natural but crisis phenomenon as the COVID-
19 pandemic remains open. Based on the nonlinear paradigm of the financial markets dynamics, the paper
considers and conducts a comprehensive fractal analysis of the quotations dynamics for six leading companies
(Apple Inc., Tesla Inc., Alphabet Inc., The Walt Disney Company, Sony Corporation, Netflix) in this area before
and during the COVID-19 pandemic. As a result of the application of the rescaled range analysis (R/S analysis),
the presence of the persistence property and long-term memory in the stock quotes dynamics for all companies
and its absence in their time series of profitability was confirmed. The application of the method of sequential
R/S analysis made it possible to construct fuzzy sets of memory depths for the considered time series and to
deepen the analysis of the dynamics due to the quantitative characteristics calculated on their basis. Taking
into account the characteristics of memory depth in the dynamics of quotations made it possible to conduct a
comparative analysis of the dynamics, both under the influence of the natural crisis situation and in terms of
investing in different terms. The peculiarities of the delayed profitability dynamics of quotations for each of
the companies are also taken into consideration and compared. The developed recommendations can be used
in investment activities in the stock market.

1 Introduction

Trading in financial instruments on stock exchanges is in-
creasingly becoming a source of income for various in-
vestors. At the same time, investors face the problem of
choosing financial instruments in which to invest. For the
investor, effective management of their financial resources
now – means to get additional benefits in the future. But in
order to get these benefits, they need to compare financial
instruments and choose the most profitable and least risky
among them.

The issue of analyzing the stock markets dynamics in
order to develop practical recommendations for the in-
vestor is not new, but it remains relevant and extremely
important. Development of investment strategy and aware-
ness of prospects and risks of specific investment instru-
ments is the key to successful investment activities.

For comparative analysis, traditionally, statistical char-
acteristics of dynamics are used. Traditionally, statistical
methods have been used to confirm the efficient market
hypothesis [1]. For example, in [2]: Kolmogrov-Smirnov
and Shapiro-Wilk tests; a run test and an auto-correlation
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test are used to check the randomness and the normality of
the data. In [3] there is applied a rolling variance ratio test;
in [4] European stock markets are tested by a runs test and
joint variance ratio tests. In the study [3] the French stock
market is considered to change its properties from efficient
to adaptive.

An alternative theory of financial markets is the fractal
market hypothesis [5], which considers markets as com-
plex nonlinear systems in which randomness and hidden
patterns interact, resulting in the dynamics of financial in-
struments has a fractal nature and the property of persis-
tence (the presence of long-term memory). Methods of
nonlinear dynamics are considered as relevant tools of its
research. Therefore, recently more and more attention is
paid to the study and application of these methods.

The most popular method of studying the fractal prop-
erties of dynamics is the Hurst exponent (R/S analysis) [5].
The paper [6] provides an excursion into the research of
scientists on the application of the Hurst exponent to ana-
lyze the dynamics of capital markets.

Along with the Hurst exponent for the study of finan-
cial markets and, in particular, stock markets, the follow-
ing indicators are used: Lyapunov exponent (indicator of
nonlinear dynamics) to diagnose the crash of stock mar-
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kets [7], Shannon information entropy [8, 9], Renyi en-
tropy [9], the Hurst-Holder exponent [10], local Whittle
estimator [11]. The presence of fractal properties in the
dynamics of financial markets is also investigated by cal-
culating the Hausdorff dimension and applying the Mittag-
Leffler functions [12].

In particular, in the works [13, 14], a method of se-
quential R/S analysis is proposed, which allows not only
to establish the presence of long-term memory in the time
series, but also to evaluate its quantitative and qualitative
characteristics. The authors show that for the dynamics of
different financial instruments that have long-term mem-
ory, memory characteristics may differ.

The authors also consider the use of different tools of
nonlinear dynamics in terms of different stock markets and
their segments. For example, in [15, 16] – the stock mar-
kets of individual countries are considered, in [17] – quota-
tions of shares of certain companies, in [18] – multifractal-
ity the autocorrelations in stock portfolio returns is studied
and other.

The research and comparison object of this work is
the dynamics of shares quotations of leading companies
in the IT sector and the entertainment industry. Today,
these areas are developing the fastest and most powerful,
which attracts the attention of investors around the world.
This is due to the rapid development of digital communi-
cation technologies, the growth of intellectualization and
individualization of goods and services, and so on. These
areas have strong development potential, but the question
of how stock quotes in this area respond, for example, to
the impact of such a natural but crisis phenomenon as the
COVID-19 pandemic remains open.

The hypothesis of this work is that the characteris-
tics of long-term memory can also be used for compara-
tive analysis and development of recommendations for in-
vestors operating in the stock market. The purpose of this
work is to study the characteristics of the memory depth
for the stock quotes dynamics of selected companies, their
stability under the influence of such a crisis as the global
COVID-19 pandemic, conducting a comparative analysis
based on them and developing recommendations for in-
vestors.

2 Materials, methods and results

2.1 Materials and methods

Since the behavior of stock prices in the stock markets is
mostly not normally distributed or close to normal distri-
bution [5], after testing for deterministic chaos and proof
of its fractal nature, it is advisable to use fractal analysis
methods for its study. Such methods include the method
of the Rescaled range or R/S analysis of Hurst (denote it
A_1) [5] and the method of sequential R/S analysis (A_2)
[13].

Let the time series (TS) X be considered. The result of
applying method A_1 is to determine the Hurst exponent
(H) and check its significance based on the application of
the mixing test.

The value of the Hurst exponent H ∈ [0; 1] determines
the presence of certain properties of the dynamics: the
value of H ∈ (0; 0.5) corresponds to the antipersistent or
ergodic TS; the value of H = 0.5 (and in its vicinity) in-
dicates a random TS, in which events are random and un-
correlated, the present does not affect the future; the value
of H ∈ (0.5; 1] indicates that the TS is persistent or trend-
resistant, characterized by the presence of long-term mem-
ory. The closer the value of H to 1, the more correlated the
levels of the series.

Recall that the essence of the method of the Rescaled
range exponent of Hurst A_1 is to construct the R/S tra-
jectory for the TS X and determine the angle of the lin-
ear trend, built on its (R/S trajectory) starting points. At
some value of k = k0 R/S trajectory changes its slope quite
sharply, i.e. at the point (xk0 , yk0 ) the trajectory receives a
significant in absolute value negative gain δk = y(k+1) − yk

– there is a break from the trend and there is no return
to the previous trend. It is assumed that at the point k0
the effect of “long-term memory of the beginning of the
series” dissipates. That is, the “breakdown of the trend”
demonstrates the loss of memory about the initial condi-
tions, and also signals (possibly with a lag, ie with some
delay) the exhaustion of the cycle or quasi-cycle contained
in the initial segment of this TS. According to [5], we ad-
here to the statement that after the end of the cycle (quasi-
cycle) the memory about the initial conditions is lost, ie the
long-term correlation of the following observations with
respect to the initial one is lost. However, based on the
peculiarities of the construction of the R/S-trajectory [5],
the method of the R/S analysis of Hurst A_1 provides only
(statistically) the average characteristic of the trend stabil-
ity of the TS X as a whole and does not take into account
the changing dynamics during the whole observation pe-
riod.

However, the method of sequential R/S analysis A_2
[13] by modifying the scheme of construction of R/S-
trajectory, allows to take into account the changing nature
of the dynamics, to identify many cycles (quasi-cycles)
that are characteristic of the studied TS, and ensure a more
detailed assessment of the memory depth from the begin-
ning of this TS.

Performing an iterative procedure (method A_3) using
method A_2 and detecting the point of memory loss at the
beginning of the time series for a set of nested segments
X = X0 ⊃ X1 ⊃ . . . ⊃ Xr ⊃ Xn−3(a family of time se-
ries differing by the starting point) allows to estimate the
memory depth as a fuzzy set “memory depth of the TS as
a whole” [14]. Note that the transition from a “clear” esti-
mate (based on probability and requiring statistical signif-
icance) to a fuzzy estimate (non-additive measure) is due
to the availability of data for which these requirements are
not met.

According to [13, 14] the concept of “memory depth
of TS X” is defined as a discrete fuzzy set (FS)

L(X) = {(li, µL(li)); li ∈ N} , µL : N −→ [0; 1], (1)

where N = {li, i = 1, 2, ...} – natural numbers set – set of
basic values for memory depth,
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µL(li) = µ(li) – the value of the membership func-
tion, which determines the degree of belonging of a natu-
ral number li (“depth li”) to a fuzzy set L(X). The function
µL(li) displays the base value li in the interval [0; 1] and
displays the degree of possibility (confidence measure) in
relation to the membership of the element li fuzzy set of
memory depth L(X).

The carrier of the fuzzy set L(X) is the set “supp”
L(X) = L0 = {li ∈ N, i = 1, 2, .... : µL(li) > 0}. Therefore,
we finally consider the fuzzy set of memory depth of the
time series X as a whole in the form

L(X) =
{
(l, µ(l)), l ∈ L0

}
. (2)

Important characteristics based on the use of fuzzy
memory set (2) are given in [14]. In this paper, for a com-
parative analysis of price dynamics, the following charac-
teristics are used: lmax – the greatest value of the memory
depth encountered:

lmax = max
l∈L0

l, (3)

lmc – the memory depth value that has the largest value
of the membership function µ(l):

µ(lmc) = max
l∈L0

µ(l), (4)

lgc – the gravity center of the fuzzy set L(X) as a whole
– is obtained using the defuzzification procedure:

lgc =

∑
l∈L0 [l · µ(l)]∑

l∈L0 µ(l)
, (5)

HentrL – information entropy indicator for the fuzzy set
of memory depth L(X) – used to assess the uncertainty
degree regarding the variety of TS’s behavior variants:

HentrL = −
∑
l∈L0

µ(l) ∗ log2 µ(l). (6)

Note that the scale for estimating the degree of uncer-
tainty is considered to be ordinal by type.

Thus, the use of the selected considered characteris-
tics of the memory depth for time series allows to deepen
the comparative analysis of the stock prices dynamics for
companies in the IT sector and the entertainment industry.

2.2 Stock market overview and input data

Today in the modern stock market there are separate sec-
tors, which on the basis of information from sites [19, 20],
are distributed according to the level of volatility.

The names of the companies for reduction are given
according to their stock tickers.

Very high volatility: energy sector – oil (PZE, EC,
HOM), gas (GAS, WGR, SPH), coal (BTU, ACI, MEE),
alternative fuel (PTOI, GRPEF, BLDP); Industrial sec-
tor – industrial electronics (EDIG, SIRC, RGSE), indus-
trial products (BOOM, PLPC, TPIC), machinery (SO-
HVY, CTEQF, PERT), aviation and space (Boeing, Gen-
eraldynamics, Tesla).

High volatility: Basic resources and materials –
gold (HGLC, RMRK, NSRPF), metals (ACH, USNZY,
GGIFF), chemical products (SKVI, LPAD, NL), forest re-
sources and paper production (AZFL, NKSJF, FBI); Fi-
nancial services – brokers (GS, LEH, BSC), banks (C,
USB, NYB), insurance companies (AIG, XL, JH), man-
agement companies (WM, JNS, JNC), stock exchanges
(CME, NYX, ICE), mortgage (FNM, FRE, AHM); Media
/ Entertainment – Worldflix Inc (WRFX), Dolby Laborato-
ries (DLB), Disney (DIS), New-York times (NYT), Netflix
(NFLX).

Average volatility: Retail and wholesale – cloth-
ing (DEST, BGI, ANF), food (WDRP, CHEF, GPDB),
medicines (THCBF, HEWA), household goods (UPPR,
RH); Medicine, pharmaceuticals, health care – biotech-
nology (VKTXW, DMTX, GNLKQ), pharmaceuticals
(GMBL, MNZO), honey equipment (ARYC, SMLR,
PLSE); Technology sector – Apple (APPL), Nvidia
(NVDA), China Intelligence Information Systems (IICN),
Genesis Electronics Group (GEGI), Microsoft (MSFT),
Google (GOOG); Leisure / Restaurants / Tourism –
casino (ERI, NNSR, SGMS), hotel and restaurant business
(WTBDY, BCCI, UPZC), travel agencies (ACGX, AIOM,
BDGN); Automotive sector – General motors (GM), Tesla
Inc (TSLA), Harley Davidson (HDL).

Below average volatility: Telecommunication sector
– wire communication (LICT, NULM, OTEL), wireless
communication (TALK, NTL, MFOYY).

In 2020, the media and entertainment sector, especially
HBO, Disney+ and Netflix, the pharmaceutical and medi-
cal sector, and the technology sector, thanks to Tesla, be-
came the most popular in the world among investors.

Among investors, the most relevant financial instru-
ment are shares, which are a security that certifies the par-
ticipation of its owner in the formation of the authorized
capital of the company and gives the right to receive a
share of its profits in the form of dividends and accumu-
lated capital.

Stock investing strategies are based on the purpose:

− receive a fixed income immediately. To do this, shares
with the maximum dividends should be bought. In most
cases, these are preferred shares;

− buy shares on the electronic exchange platform and wait
until their value increases to sell profitably. In this case,
you need to choose stocks with maximum growth poten-
tial. Experienced financiers prefer such an investment
strategy, as after a steady rise in shares, the proceeds
from the sale will significantly exceed the size of any
dividends.

However, investing in stocks has both advantages and
disadvantages. The advantages include reliability, protec-
tion against fraud, small amounts at the start of the invest-
ment, acceptable liquidity (quite high) and reliability. The
disadvantages of stocks can be described as the complex-
ity of investing, because any investment requires an under-
standing of the process and nuances.

Another disadvantage is the inaccessibility of investing
for most Ukrainian investors, despite the fact that although
almost everyone can open a brokerage account technically,
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not everyone will be able to put a serious amount on it. The
requirements of financial monitoring and the low level of
tax culture lead to shadowing of revenues. Because of this,
many Ukrainians simply cannot invest in this way.

And the last disadvantage, but very significant – is the
risk of losing the value of the asset. Securities can lose
quite sharply in price. If, except in case of force majeure,
this is not typical for real estate and individual business,
then for stocks it is a reality. Unsuccessful financial state-
ments and securities lose in value. Unsuccessful actions
of the government and the price of the financial instrument
falls. At the same time, the value of securities may not be
restored.

Therefore, to choose a financial instrument, both an
experienced investor and a beginner need to conduct a
thorough analysis and choose the best instruments with
minimal risk to themselves.

Today, the IT industry in quarantine is developing the
fastest, modernizing and finding ways to move production
to remote work. In second place in terms of development
is the field of cinema. Many cinema companies are cre-
ating online broadcasting services for the library of films
and TV programs to compete between companies and at-
tract more consumers.

Financial instruments were selected for comparative
analysis – shares of the six most famous companies in the
world in the IT sphere and entertainment industry.

Apple Inc. — American technology company with
an office in Cupertino (California), which designs and de-
velops consumer electronics, software and online services
[21].

Tesla Inc. – American car company – startup from Sil-
icon Valley. Focused on the design, manufacture and sale
of electric vehicles and their components. The main pro-
duction facility is the Tesla plant [22].

Alphabet Inc. — an international conglomerate of
companies created on October 2, 2015 by American pro-
grammers and entrepreneurs Larry Page and Sergey Brin,
which includes Google and other companies they owned
directly or through Google [23].

The Walt Disney Company — one of the largest corpo-
rations in the entertainment industry in the world. Founded
on October 16, 1923 by brothers Walter and Roy Disney as
a small animation studio, as of June 2015 it is one of the
largest Hollywood studios, the owner of 11 theme parks
and two water parks, as well as several television and ra-
dio networks, including American Television and Radio
ABC [24].

Netflix Inc. — an American media service provider
and production company. As of April 2020, Netflix has
182 million subscribers worldwide, of which 69 million
are in the United States. Netflix is available in all coun-
tries and regions except mainland China (due to local re-
strictions), Iran, Syria, North Korea and the Autonomous
Republic of Crimea (due to US sanctions). The company
also has offices in Brazil, the Netherlands, India, Japan
and South Korea. Netflix is a member of the American
Film Association [25].

Sony Corporation is one of the world’s largest me-
dia companies. Sony manufactures consumer and profes-

sional electronics and other high-tech products. In addi-
tion, Sony is one of the world’s largest media companies,
with the record label Sony BMG (jointly with Bertels-
mann), Columbia Pictures and TriStar Pictures, as well as
a complete archive of MGM films (jointly with Comcast)
[26].

Stock prices dynamics for the period from September
2017 to September 2020 (daily values) for selected com-
panies can be seen in the figure 1.

The input data for the study are daily, weekly
and monthly prices for the period from 09/11/2017 to
09/08/2020 obtained from the site Investing.com [19].

For the selected time series (TS), let’s define the fol-
lowing notation:

Zi = 〈zi
j〉; i ∈ (1, 6), (7)

where j ∈ {d, w,m}, index d denotes daily, w – weekly, m
– monthly prices;

i = 1 – corresponds to the time series of Apple Inc.,
i = 2 – time series of Tesla Inc., i = 3 – time series of
Alphabet Inc., i = 4 – time series of The Walt Disney
Company, i = 5 – time series of Netflix Inc., i = 6 – time
series of Sony Corporation.

2.3 Results

For a general understanding of the series dynamics based
on the input data, historical volatility is calculated for each
selected investment instrument (table 1).

Table 1: Historical volatility of the stock prices

Apple Tesla
Alpha-
bet Disney Netflix Sony

Historical
volatility (%) 40.6 107.4 39.7 40.3 43.9 81.5

Let’s move on to the comparative analysis of the stock
markets using the methodology of fractal analysis and cal-
culation of memory depth characteristics. Note that Febru-
ary and March 2020 were the worst months for global
stock markets since 2008. Stock indexes lost tens of per-
cent, and experts said that the 11-year growth cycle since
the last financial crisis has come to an end.

The cause of the fall – an outbreak of coronavirus,
which grew into a pandemic. Against the background of
the COVID-19 outbreak, investors have reconsidered their
views on the future of the global economy [27]. The re-
strictive measures introduced in different countries have
negatively affected almost all areas related to consumer
activity: tourism, trade, catering, entertainment and oth-
ers. Under quarantine, people spend less and move less.
Bidders began to get rid of shares of airlines, oil compa-
nies, consumer electronics manufacturers and other com-
panies, waiting for falling income and retvenue. Indices
of the world’s leading stock exchanges collapsed. For ex-
ample, the Italian FTSE MIB index alone lost 29.8% from
February 19 to March 11.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 1: Stock prices dynamics for the period from September 2017 to September 2020 (daily values) for: a) Apple Inc.;
b) Tesla Inc.; c) Alphabet Inc.; d) The Walt Disney Company; e) Netflix Inc.; f) Sony Corporation

In connection with the consequences of the pandemic,
the dynamics of stock prices for six corporations before
and after the pandemic were analyzed. According to fig-
ure 1, we can see a fairly stable situation of all corporations
until 2020, fluctuations in company share prices are quite
small, almost imperceptible, but from February to March
2020, this situation is changing.

Consider the obtained values of the Hurst exponent (ta-
ble 2).

They indicate that all time series throughout the study
period from September 2017 to February 2020 are per-
sistent, i.e. have a long-term memory. The value of the
Hurst exponent for all time series is in the range H ∈

[0.89; 0.95]. For mixed values, the Hurst exponent is in
the range H ∈ [0.56; 0.66]. The results of fractal analysis
TS during a pandemic show that the dynamics of all finan-
cial instruments for the entire study period from February
2020 to September 2020 is persistent, i.e. have long-term
memory. The value of the Hurst exponent for all time se-
ries is in the range H ∈ [0.90; 0.92]. For mixed values, the
Hurst exponent is in the range H ∈ [0.61; 0.71].

The method of sequential R/S analysis [13] was used
to study the dynamics and determine such a characteristic
of fractal dynamics as long-term memory (i.e. its depth).
As a result, a fuzzy set of memory depth for each TS is
constructed. A visual representation of the fuzzy set of
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Table 2: The results of the application of The Hurst’s
rescaled range method for time series daily prices before
the pandemic and during the pandemic

TS H Hmixed TS H Hmixed

before the pandemic
Z1

d 0.92 0.64 Z4
d 0.92 0.66

Z2
d 0.89 0.57 Z5

d 0.95 0.64
Z3

d 0.91 0.63 Z6
d 0.92 0.56

during the pandemic
Z1

d 0.92 0.65 Z4
d 0.92 0.65

Z2
d 0.90 0.64 Z5

d 0.91 0.65
Z3

d 0.92 0.71 Z6
d 0.90 0.61

Table 3: The results of the application of The Hurst’s
rescaled range method for time series weekly and monthly
prices before the pandemic and during the pandemic

TS H before H during TS H before H during
Z1
w 0.87 0.82 Z4

w 0.87 0.86
Z2
w 0.83 0.80 Z5

w 0.91 0.85
Z3
w 0.86 0.83 Z6

w 0.87 0.84
Z1

m 0.73 0.60 Z4
m 0.80 0.56

Z2
m 0.74 0.58 Z5

m 0.80 0.66
Z3

m 0.72 0.60 Z6
m 0.74 0.60

memory depth on the example of the time series of Apple
and Tesla shares is shown in table 4.

Based on the fuzzy memory depth using formulas (3) -
(6), the following characteristics of the time series dy-
namics were calculated: the greatest value of the memory
depth lmax; the gravity center for the fuzzy set of memory
depth lgc; the most common memory depth lmc and infor-
mation entropy (HentrL) [14]. The results of the calcula-
tions are shown in table 5.

When studying the dynamics of stock prices before the
pandemic, it was found that for TS Z1

d the most often mem-
ory is stored for 5 and 6 days, where the gravity center
to the fuzzy set of memory depth is 21.8, and the most
common memory depth is 7, for TS Z2

d – during 4 and 5
days, where lmc = 8 and lgc = 21.7, for TS Z3

d – during 5, 8
days, where the center of gravity is 18.7, and the memory
depth, which is most common from the fuzzy set of mem-
ory depths – 6, for TS Z4

d – during 6 and 7 days, where the
center of gravity is 17.4, and the memory depth, which is
most common from the fuzzy set of memory depth – 5, for
TS Z5

d – during 6 and 8 days, where lmc = 5 and lgc = 19.7,
and for TS Z6

d – during 5 and 9 days, where the center of
gravity is 17.8 and the depth of memory is often 8, respec-
tively (the number days is given in ascending order of the
value of the membership function µ, µ ≥ 0.60).

Let’s analyze the results of a consistent R/S analy-
sis for the dynamics of stock prices during the pandemic.
Long-term memory changed for all tested TS: for TS Z1

d
the memory is stored for 7 and 11 days, for TS Z2

d – 7 and
9 days, for TS Z3

d – 5 and 8 days, for TS Z4
d – 4, 5 and 10

days, for TS Z5
d – 8 and 9 days, and for TS Z6

d – 5 and 7

days (the number of days is given in ascending order of the
value of the membership function µ, µ ≥ 0.60). Accord-
ing to the results, during the pandemic period, long-term
memory in some TS is shifted.

The following conclusions can be drawn from the anal-
ysis of the fuzzy set of memory depth.

The most stable and trend-resistant series were TS Z2
d ,

Z3
d and Z6

d . For these time series, the Lmc indicator is at a
relatively high level and does not decrease during the pan-
demic, which indicates the trend stability of the time se-
ries. Shannon’s entropy decreases (for TS Z2

d , Z3
d ), which

shows a decrease in uncertainty, or remains unchanged (for
TS Z6

d ). It should be noted that for TS Z2
d the entropy was

at the highest level, however, during the pandemic this in-
dicator improved. That is, the crisis in the economy did
not affect the increasing uncertainty of the time series.

For TS Z1
d negative is a significant decrease in Lmc from

7 to 3. TS Z4
d was marked by an increase in the uncertainty

(entropy), and for TS Z5
d , despite the decrease in entropy,

lgc and lmax decreased, which showed instability of these
series to external risks.

It should be noted that the Hurst exponent of all series
is at a high level, which indicates the persistence of the
series.

In addition to the fractal analysis of corporate stock
prices, we conduct a corresponding analysis of stock prof-
itability.

In this regard, the TSs of stock profitability are built
and studied:

Pi
s = 〈pi

s〉 (8)

where i = 1 – corresponds to the time series of Apple
Inc., i = 2 – time series of Tesla Inc., i = 3 – time series
of Alphabet Inc., i = 4 – time series of The Walt Disney
Company, i = 5 – time series of Netflix Inc., i = 6 – time
series of Sony Corporation;

ps =
zd−z(d−s)

z(d−s)
∗ 100% – price profitability on day d rel-

ative to price on day (d − s), i.e. profitability with lag
s = 1, 7, 10, 14, 21, 28, 30, 37, 42.

The calculation results of the Hurst exponent for time
series of profitability with the lag 1 (s = 1) indicate the
randomness of TSs (table 6).

As a result of the study of the time series of the delayed
profitability, it was found that the nature of the dynamics
of profitability varies from stochastic to persistent depend-
ing on the magnitude of the time lag and acquires the char-
acteristics inherent in the “parent” TS of price. But the lag
for each time series is different:

TS P1 (Apple), P6 (Sony) acquire persistence at a
lag(s) value of 14 days, and the Hurst exponent is already
0.70;

TS P3 (Alphabet), P5 (Netflix) acquire persistence at a
lag(s) value of 10 days, and the Hurst exponent is already
0.74;

TS P4 (Disney) acquires persistence at a lag(s) value
of 7 days, and the Hurst exponent is already equal to 0.71;

TS P2 (Tesla) acquires persistence at a lag(s) value of
21 days, and the Hearst index is already 0.70.
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Table 4: The fuzzy set of memory depth for Apple Inc. and Tesla Inc. stock prices

Table 5: The main system characteristics of the fuzzy set of memory depth

TS Z1
d Z2

d Z3
d Z4

d Z5
d Z6

d
Characteristics Before During Before During Before During Before During Before During Before During
lmax 145 154 104 114 153 153 152 138 122 119 154 135
lmc 7 3 8 8 6 7 5 4,5,10 5 7 8 8
lgc 21.8 30.8 21.7 23.8 18.8 28.1 17.6 21.4 19.7 18.8 17.9 28.3
HentrL 22.1 20.1 23.1 18.0 19.5 17.6 18.1 20.3 20.2 16.1 18.8 18.8

Table 6: The results of the application of The Hurst’s
rescaled range method for profitability time series before
the pandemic and during the pandemic

TS H before H after TS H before H after
Pd1 0.62 0.59 Pd4 0.56 0.63
Pd2 0.57 0.70 Pd5 0.64 0.61
Pd3 0.57 0.60 Pd6 0.59 0.61

A graphical representation of the values of the Hurst
exponent for profitability TS with different lag is shown in
figure 2.

Therefore, the time series P4 (Disney) acquires persis-
tence the fastest. We observe that with increasing lag, the
Hurst exponent increases and becomes suitable for study
by fractal analysis. This allows the investor to unify the
analysis tools and forecast profitability in accordance with
the characteristics of the price dynamics of a particular in-
vestment instrument.

Figure 2: The value of the Hurst exponent for the prof-
itability of shares of Apple, Tesla, Alphabet, Disney, Net-
flix and Sony with different lags

3 Conclusions

Lack of investment strategy can cause loss of funds and
complete frustration in the choice of a particular stock
market by the investor. To reduce the level of risk, it is
necessary to choose how long the wherewithal will be in-
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vested before making the investment. According to the
term of investment, there are three strategies: short-term,
medium-term and long-term strategy.

Short-term investment can last from a few days to 3
months. The medium term lasts from 3 months to 3 years.
Long-term – from 3 years.

The results of the research allow us to offer the follow-
ing (certain) recommendations for choosing an investment
strategy for each selected security.

The first factor for choosing an appropriate strategy for
investing in stocks is usually the price and volatility of the
security and the sector as a whole. The media and enter-
tainment sectors, automotive and technology have average
volatility, ie price change, the rate of change is average.
However, the selected financial instruments are character-
ized by a fairly high historical volatility (table 1). It fol-
lows that for all selected financial instruments, we can rec-
ommend a short-term investment strategy (table 7) with
the possibility of investing for a small period.

Table 7: Choosing an investment strategy

Short-term
strategy

Medium-term
strategy

Long-term
strategy

Type of analysis Volatility
Delayed
profitability

Memory
depth

Apple + ++

Tesla + ++ ++

Alphabet ++ +++ ++++

Disney +++

Netflix +++

Sony ++

Netflix and Disney remain the best option for a short-
term strategy, because due to the pandemic, which will
cover the world for another one or two years, the stock
prices of these companies will be constantly volatile. The
price will fluctuate depending on the growth of demand for
remote viewing of movies, series and shows, or the return
of demand again for watching movies in regular cinemas.
As a result, there is a constant risk of losing money if you
invest them for more than 3 months.

Consider the second investment strategy – medium-
term. To do this, we turn to the analysis of the results
of complex fractal analysis. All series are persistent both
before the pandemic and now, ie persistent (tables 2, 3).
However, the profitability of instruments is not persistent,
and the time series of delayed profitability with different
time lag was used to study the level of trend stability (fig-
ure 2). Due to which it was determined that Tesla Inc.,
Apple Inc. and Sony gained the fastest profitability, ie you
can invest in these shares for more than a week or two. Be-
cause in 7–14 days, the yield becomes persistent and it can
be predicted for more than three months. These shares will
generate passive income and can be reinvested again. In
addition, these corporations are quite ambitious and have
grand plans for the future, such as space exploration and
shuttle construction, the creation of an electric car, etc., so
the prices of their securities will only increase.

Alphabet Inc. has the most stable results, this corpo-
ration is often chosen for long-term investment, the results
of volatility are the lowest, because the price does not fluc-
tuate strongly enough, the dynamics of the time series is
persistent, deferred profitability becomes persistent with a
lag of 10 days. The results of the memory depth study
show the stability of the corporation even under the in-
fluence of natural external factors such as the COVID-19.
Stable memory depth characteristics during the pandemic
were also demonstrated by shares of Tesla Inc. and Sony
(table 7).

Note that these recommendations are formed only on
the basis of this study and they may change depending on
changes in the dynamics of financial instruments under the
influence of various external and internal factors.
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Application of blockchain technology in accounting and audit: international
and domestic experience
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Abstract. The article is devoted to the study of blockchain technology in the financial sphere of Ukraine, as
well as accounting and audit of their application in domestic and international practice. The article contains
data on the prospects of blockchain development in the world and in Ukraine, as well as information on the
peculiarities of the use of such technologies in the perspective areas – accounting and audit. The article ar-
gues that the development of blockchain technology will enable the transition to more modern methods and
techniques, which in turn will allow to modernize the accounting and auditing system. The principle of triple
entry as a major component of blockchain technology in accounting is emphasized. One of the most promising
areas of application of blockchain is accounting for accounts payable and receivable, tax accrual and payment,
record keeping and documentation. The article highlights the advantages and disadvantages of using blockchain
technology in the financial sphere of Ukraine.

1 Introduction

Given the current development of the information environ-
ment, the question of improving information technologies
and their application in the enterprise management system
to increase the competitiveness of economic entities is par-
ticularly acute. This necessitates an increase in the cost
of IT technology, the introduction of innovation and the
broad informatization of the business environment.

Among the advanced technologies of the last decade,
the most important is the blockchain technology, which
is implemented in various fields, including financial. The
experience of scientists and practitioners suggests that the
use of blockchain technology in accounting and audit will
directly improve these processes, in particular, change the
work of an accountant. This will happen through the in-
troduction of modified methods and techniques of infor-
mation processing, its distribution, as well as dramatically
change the very basis of the accounting system. However,
there are a number of unresolved problems, as blockchain
is currently in the experimental stage of development. This
determines the need to improve this issue and accordingly
determines the relevance of the topic under study.

The term “blockchain” has been introduced not so
long ago in the economic literature. It was only af-
ter 2014 that blockchain publications began to appear
in the economic literature. We study the peculiarities
of the use of blockchain technology in the works [1–
19]. Ukrainian enterprises have been slow to adapt their
accounting and auditing systems to modern information
technologies. Therefore, modern blockchain technology

∗e-mail: marijka@ukr.net
∗∗e-mail: olga.zaremba@midland-development.com.ua
∗∗∗e-mail: vikla1977@ukr.net

is in its infancy. This is explained by the limited scien-
tific work of a methodological nature, which deals with
the prospects of blockchain development, its advantages
and disadvantages.

The purpose of the article is to determine the role of
modern blockchain technology in financial areas, in par-
ticular in the field of accounting and audit, to study the re-
sults of implementation of this technology in foreign coun-
tries and to identify promising areas of development for
Ukraine.

2 Results
A positive moment for the development of the blockchain
was the approval of the Concept of Digital Economy De-
velopment [20]. This Concept is designed to encourage
the digitization of all areas of economic activity, stimulate
the use of digital technologies in enterprises and indicates
the priority of the development of these technologies at the
state level. Consider the key strategic goals facing Ukraine
in the run up to 2030:

• increase the nominal GDP of Ukraine by 8 times – up to
1 trillion dollars in 2030;

• become an influential regional entity, independent, inde-
pendent in making economic and geopolitical decisions,
as far as the global situation will make it possible;

• ensure higher-than-average incomes and quality of life
of Ukrainians in Europe and neighboring countries
(nominal average monthly salary in 2030 is not lower
than 2700 dollars; average monthly pension is 775 dol-
lars);

• create conditions for the growth of capitalization of
Ukrainian business;

© The Authors, published by EDP Sciences. This is an open access article distributed under the terms of the Creative Commons Attribution License 4.0
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• create conditions for an 8-10-fold increase in the econ-
omy over the next 10 years;

• significantly increase labor productivity (according to
UIF estimates, to reach a GDP of 1 trillion dollars, pro-
ductivity should increase 8.5 times to 71,000 dollars per
employee. This is in line with the current level of pro-
ductivity in high-tech sectors such as Belgium, Den-
mark, Finland, Germany, Sweden);

• make a technological leap in the Ukrainian economy;

• significantly increase the competitiveness of the
Ukrainian economy in global markets;

• create new business models, new segments and sectors,
opportunities to quickly, conveniently, cheaply develop,
scale and capitalize any business;

• create new jobs, demand for new professions.

The main effect of digitalization is to change the value
chains [21, 22]. Technology and digitalization will dis-
place people from their usual processes – production, ser-
vices, entertainment, trade, education and even medicine
[23]. At the same time, the return on investment in busi-
ness will dramatically increase. According to Digital
Spillover [24], the ROI for digital technologies is 6.7 times
higher than for traditional ones. According to research in
the Digital Spillover report, every dollar invested in digital
technology causes GDP growth of 20 dollars, ie the in-
vestment multiplier is 20. For comparison: the multiplier
of traditional investment (non-digital) is 2-8 (depending on
the industry).

Data becomes an asset. Collection, description, stor-
age and processing of data allow to obtain valuable infor-
mation for use in business processes, public life, the work
of the state. The ability to work with data and analyze it
is an opportunity to be the first to receive valuable market
“insights”, ie to be more competitive. Data is accessed via
the Internet and other networks. Much of the world’s data
is (or has become) open.

Digital technologies have become the basis for the
creation of new products, values, properties and, conse-
quently, the basis for gaining competitive advantage in
most markets. Digitization has given small companies and
project teams the opportunity to create new products and
quickly bring them to market along with the large com-
panies present there. This led to the shift of “innova-
tion centers” from large companies to small ones (startups,
etc.). Digital transformation leads to the emergence of new
unique systems and processes that make up their new value
essence (e.g., Uber, Airbnb, digital banking, etc. [25–30]).

The world economy is significantly affected by busi-
ness models of the common economy, or the sharing econ-
omy, which operates on the basis of digital technologies.
The sharing economy includes living together (sharing),
car sharing, offices (coworking), gadgets, clothes and even
food (food sharing – “saving” products intended for dis-
posal in the interests of the needy). Part of this trend is
cloud technology [31].

Virtualization makes it possible to significantly reduce
the initial capital cost of deploying the necessary digi-
tal infrastructure through the use of cloud technologies

and software-defined architecture. Technology allows you
to rent computing capabilities and services based on the
needs of a particular business process. The user has the
ability to quickly access the service and rent for the re-
quired time the required capacity on secure and techno-
logical platforms.

The use of artificial intelligence [32] is spreading to
more and more areas and sectors of the economy. The
number of companies that use it to one degree or another is
growing exponentially. Countries are developing national
artificial intelligence strategies and trying to compete with
each other for talent. Ethical norms and limits of use are
defined. Today, artificial intelligence combines many tech-
nologies, the main of which are: machine learning [33],
computer vision [34], deep learning [35] and natural lan-
guage processing (NLP) [36]. Artificial intelligence based
on the processing of large data sets allows you to optimize
processes and improve the quality of digital products and
services.

Over the last 10 years, digitalization has become a key
driver of growth in the Ukrainian economy and the well-
being of citizens. Today, every Ukrainian can easily cap-
italize on themselves, their skills, knowledge through the
use of digital technologies. With a smartphone and Inter-
net access, everyone was able to sell their services through
online services without intermediaries and employers; cre-
ate a business from scratch without start-up capital and as-
sets; receive income from the realization of their creative
potential and creative ideas. Ukraine has become an intel-
lectual hub, where all conditions are created for the devel-
opment of people’s potential.

In Ukraine, the principle of digital by default applies –
all spheres of public life services are permeated by digital-
ization. The maintenance and development of any physical
system occurs only in the absence of a digital alternative.
95% of all companies have changed their business models
and goals under the influence of new technologies. Those
who did not have time to do so, remained outsiders or dis-
appeared altogether.

Digitization has made it possible to: optimize busi-
ness processes; create new products and services thanks
to the Internet of Things technology, virtual reality, cloud
services, artificial intelligence; reduce costs (savings on
people through automation and robotics, accounting au-
tomation, “smart” supply and fleet management, control
over fuel consumption); offer completely new business so-
lutions: new insurance models, P2P systems, alternative
banking services, mobile training applications, individual
approach to the online buyer, personal advertising [37–
41].

Today, companies work at the intersection of industries
and segments, becoming platforms and platforms, where
they offer their customers not just a product, but the solu-
tion of any problems, gaining experience, values, emotions
and impressions.

One of the most important values for the development
of the digital economy is data [42]. Access to public, pro-
fessional, industrial and other data is an important tool for
the emergence of new products and services, i.e. directly
affects economic growth.
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Data is the basis of many digital services and products,
working with large arrays helps to make research and de-
velopment work more efficient and effective, more dynam-
ically with the availability of data, develop technologies of
artificial intelligence and predictive analytics. To take full
advantage of the analysis, Big Data must be available [43].

Open non-personal data should be of better quality –
in a form suitable for processing, indicating the main indi-
cators (data legends).

The government also needs to encourage and create
conditions for the exchange of data between private sector
companies, while ensuring the security and confidential-
ity of such data. For example, to introduce tax benefits
or make priority partners of the company, ready to share
non-personal data with other companies through govern-
ment digital platforms. The idea of paying taxes with data
should be considered as an incentive.

You also need to keep in mind that data sharing can be
costly for its owners. This can reduce incentives to ensure
data transmission and raise the question of who should
bear the costs of developing and maintaining transmission
mechanisms. Therefore, government initiatives that facili-
tate data transfer may be needed. In the EU, for example,
data exchange between companies began with the devel-
opment of codes of conduct for suppliers.

The state, in turn, can create secure digital platforms
for storing, transmitting, and administering citizens’ data.
Such platforms will allow citizens to manage their data
and configure access rights to it by public institutions and
private companies. In addition, the state needs to develop
rules for managing personal data for users on such plat-
forms. An example is the joint project of Amsterdam and
Barcelona, funded by the European Union – DECODE. It
is a digital blockchain platform that allows the user to set
rules for the use of his data.

An important issue in working with data is the degree
of their protection. This is what the state should focus
on when creating digital platforms and providing access
to personal but not personalized data. The higher trust of
citizens, the greater their willingness to share their infor-
mation.

The state needs to open access to any of its data that
does not relate to national security issues and does not vio-
late the right of citizens to privacy. Another function of the
state in working with data should be training programs for
entrepreneurs and researchers on what data from govern-
ment agencies are, where to find them, how to work with
them. Public authorities and companies themselves should
also increase their competencies in data science and artifi-
cial intelligence.

Large-scale digitalization of spheres of life will lead to
the fact that citizens of Ukraine and business will increas-
ingly suffer from the growth of cybercrime. For example,
when shopping or doing banking online.

The most dangerous for the economy and citizens are
cyber attacks on critical infrastructure (energy, transport
management, banking and telecommunications sectors,
health care, water supply, etc.).

Finally, increasingly sophisticated and interconnected
digital technologies will lead to new forms of cyberattacks
(zero-day vulnerabilities).

Ukraine and its specialized organizations should work
with all stakeholders, especially at the European level,
to ensure national cybersecurity and cyber defense. The
development of technical and organizational solutions
should, on the one hand, not limit the opportunities offered
by the country’s transition to digital technologies, and on
the other hand - to ensure the appropriate level of trust and
security for each user.

In 2008, Satoshi Nakamoto highlighted the principles
of blockchain technology in his work called “Bitcoin: A
Peer-to-Peer Electronic Cash System” [44]. The basis of
the blockchain is the principle of information exchange in
peer network (Peer-to-Peer, P2P), which does not need for
the functioning of the central server [2].

It is impossible to study the peculiarities of the imple-
mentation of blockchain technology, including accounting
and audit, without understanding the very essence of this
latest technology. There are different approaches to in-
terpreting blockchain. For example, the founder of the
Blockchain Research Institute in England, M. Swan in-
terprets blockchain technology as a multifunctional and
multilevel information technology designed to securely
account for various assets; it is a decentralized transpar-
ent transaction record book – a database updated and con-
trolled by participants [4].

In a general sense, a blockchain is a chain consisting
of a large number of blocks, each containing a variety of
information. Each subsequent block contains information
about the previous one in encrypted form. The unique-
ness of this technology is that the entire data register is de-
centralized (figure 1), and its copies are stored simultane-
ously on tens of thousands of computers around the world.
This provides the highest level of protection against exter-
nal influences. The data contained in the system cannot
be deleted or replaced. Such a database is characterized
by anonymity, an agreed mechanism, it is not owned by a
specific entity, is not controlled or regulated by third par-
ties. All functions in a blockchain system are distributed
among its members, who pre-approve changes that may
occur in the system. Thus, it is virtually impossible to
make changes and edit after the transaction. The above
information proves the ideal of blockchain technology for
accounting purposes, because it monitors all transactions
and changes in the system, prevents manipulation and dis-
tortion.

There are different types of blockchain, the classifica-
tion of which is shown in figure 2. The level of access
is open, closed and consortium blockchain. The pecu-
liarity of open blockchain is that absolutely anyone can
join the public network. The participant has the opportu-
nity to read, add new entries and participate in blockchain
processes. There is no external control in the open type.
Closed blockchain, in turn, requires permissions for user
access, imposes various restrictions, there is control over
who exactly has the right to become a member of the net-
work and in what transactions can participate.
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Figure 1. Decentralized principle of blockchain technology

Permissionless blockchain does not have a supervi-
sory authority that validates transactions. This includes
all known cryptocurrency platforms. The meaning of such
data processing is the lack of benefits for any participant in
the process of the operation. The use of open blockchain
technology can serve to create a truly democratic system.

Permissioned blockchain is the confirmation of trans-
actions by certain persons, in which the employee, the en-
terprise, the state can act. Participants have the ability to
read system data, but some information may not be avail-
able. Regular users cannot enter data.

There are different categories of Blockchain 1.0-5.0
(the last two currently have only theoretical character).
Blockchain 1.0 is a cryptocurrency that is used in vari-
ous applications (such as wire transfer, digital payments).
In turn, Blockchain 2.0 is contracts. Entire classes of
economic, market, and financial applications based on
blockchain work with different types of financial instru-
ments (stocks, bonds, futures, smart assets, smart con-
tracts). Blockchain 3.0 is an application whose scope goes
beyond cash calculations. They extend to the spheres of
public administration, health care, science, education, cul-
ture and the arts.

According to the Deloitte Digital-funded Coming of
Age Digitally report, as well as PwC research, in 2018,
84% of respondents (600 business executives) are some-
how involved in the blockchain process, and 30 percent of
respondents (over 4,300 managers, executives) and ana-
lysts around the world point to the maturity of digital tech-
nology in their organizations, with the adoption of such
technologies changing the speed, creativity, learning, risk,
collaboration, quality of decision making, transparency,
etc. for the better. In turn, 53% of companies say that
blockchain technology is one of their top five strategic pri-
orities in 2019, up 23.3% from the previous year [45].

There are some issues that adversely affect the com-
petitiveness of companies that use blockchain technology.
Among them, the expected rate of return on digital tech-
nology, which is 3–5 years, which is considered a long
enough business.

The blockchain that recently started to be actively used
in finance and accounting is still in its infancy, as stated in
the 2018 KPMG report. Statistics show that only 1% of
businesses use it at the mature level, while 74% of busi-
nesses say full maturity of blockchain. However, by 2021,

at least 25% of the world’s largest public companies are
projected to use blockchain, with a value added to 176 bil-
lion dollars USA by 2025 [46].

According to research by one of the leading experts
in blockchain technology in the world, Tapscott, Ukraine
belongs to the 14 leading countries in the implementation
of blockchain technology, among which the first are the
USA, Canada, Brazil, Australia and Israel. Currently, the
US is the leader, but China is forecast to be the leader in
2021-2023 [47].

Table 1. Opportunities for the impact of blockchain technology
on accounting and audit

Characteristics
of blockchain
technology

Impact on accounting and audit

Distributed
Book

The parties to the transaction share
information about its implementation,
by confirming one or another trans-
action increases the confidence that
it will take place on the terms ap-
proved in the contract, facilitates in-
teraction between the parties without
paper workflow

Real-time up-
dates

Accounting transactions are recorded
in real time, information about them
appears immediately on all sides of
the contract, which allows for opera-
tional accounting and control

Confirmed,
protected
and digi-
tally signed
agreements

Since business transactions, once val-
idated by the parties, are recorded
on the system by means of a crypto-
graphic hash, it is practically impossi-
ble to make irregular adjustments and
changes to the accounting records af-
ter the fact

Consensus Transactions are updated only by
agreement between the parties, which
minimizes the fact of non-fulfillment
of contractual obligations

Irreversibility Increased security of accounting data,
reliability of records of performed
business transactions

Transparency Availability of accounting informa-
tion including auditors, continuity
and ease of audit

Triple entry The method of accounting for the part
of the double entry changes, which
is supplemented by the third one –
confirmation of the transaction in the
blockchain

In Ukraine, there is no regulatory framework govern-
ing blockchain technology. The Law of Ukraine “On the
Circulation of Cryptocurrency in Ukraine“ is at the stage
of the project, and the National Bank of Ukraine in its ex-
planation considers bitcoin as a money surrogate forbid-
den to use in the territory of Ukraine [48]. There is ongo-
ing debate in the scientific space as to whether it is nec-
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Figure 2. Classification of Blockchain technology

essary to legislate on this topic. On the one hand, law-
lessness persists, which in turn can generate fraudulent
schemes. On the other hand, state regulation of blockchain
technology is able to establish uniform rules that must be
observed by all market participants. However, additional
burdens may be imposed on states. That is, there is a de-
batable nature of uncertainty.

Today, in Ukraine, obsolescence of the methods and
techniques on which accounting and auditing is based is
obsolete, the inconsistency of these methods with the dig-
ital economy of today, the basis of which is occupied by
information technologies. Upgrading requires technology
for processing, storing, transmitting and accumulating in-
formation. Therefore, blockchain technology is the main
motive for the development and modernization of the en-
tire accounting and audit methodology.

Blockchain technology allows participants to share
data for each transaction that requires accounting records.
By using blockchain, parties can set read-only mode
specifically for external users, such as auditors and govern-
ment agencies. Such access enables the transaction to be
confirmed instantly for the purpose of reporting and other
regulatory purposes. As a result, the work of the auditor
will be automated, uninterrupted, more accurate and ana-
lytically disclosed. The introduction of blockchain tech-
nology in accounting and audit will reveal their processes
in real time, meaning users will not have to wait for the
end of the reporting period.

Creating a system of stable accounting – a common
registry, its cryptographic coding virtually impossible to
falsify, destroy data or hide activity. Blockchain technol-
ogy can be combined with an existing accounting system
in the form of a local blockchain within a single enter-
prise or group of companies. Today, some companies are
implementing blockchain for certain types of transactions.

Currently there are no enterprises with complete transfor-
mation of processes into blockchain technology.

There are features of blockchain technology such as:
distributed ledger, triple entry (the main feature, while ac-
counting uses dual entry), real-time updates, transparency,
irreversibility, and more. All of them have a direct impact
on accounting and auditing. The possibilities of such in-
fluence are shown in table 1 [5].

The application of blockchain technology in account-
ing is in the most promising areas, the main of which
are payments with counterparties (accounts receivable and
payables, including international purchases and transac-
tions). There is also the use of this technology in opera-
tional accounting and reporting, when handling documents
and storing them. The movement of assets within the en-
terprise, the calculation of taxes and their payment are in-
creasingly accounted for by enterprises using blockchain
technology.

Today, blockchain is increasingly popular in the audit
field. In particular, the Big Four companies Deloitte and
PwC are actively introducing blockchain technology into
accounting practices.

In the field of audit Redchenko [3] identifies two ar-
eas of blockchain technology development: application in
accounting systems to provide assurance or fulfillment of
financial reporting procedures agreed with the client; pro-
viding services to companies that use blockchain in their
own activities. The implementation of blockchain tech-
nology necessitates the continuous training of auditors and
accountants, the continuous improvement of their knowl-
edge in the field of information technology. The result of
applying new technologies, like any phenomenon, has its
advantages and disadvantages.

In the business environment, opinions are also divided
on the feasibility of implementing blockchain technology
in accounting and auditing. Many members of the business
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community are convinced that at this embryonic stage, it
is difficult to understand the full meaning and power of
new technologies. Note that for the effective and easy in-
troduction of blockchain technology, you also need to im-
prove the skills of employees in accounting and auditing,
as well as to change business models in enterprises, which
requires additional costs.

3 Conclusions

Thus, the implementation of blockchain technology in
accounting and audit, according to most scientists, is a
promising direction for improving this field. Investigat-
ing this issue, we can conclude that blockchain technol-
ogy is developing at a rapid pace in various manifestations.
This technology is transforming some of the outdated ac-
counting and audit methods. Advantages of its introduc-
tion at the enterprise are reduction of expenses for keep-
ing of accounting, carrying out of audit, increase of access
to the information, its more reliable protection, unneces-
sary keeping of documentation in a manual way, in paper
form. Blockchain improves relationships with contractors
and extends enterprise access to finance. However, there
are some doubts, including the overload of carriers with a
wealth of information, the possibility of cyber attacks, the
negative impact on the environment. Only through a com-
prehensive analysis, evaluation of all factors influencing
management personnel can determine the feasibility of in-
troducing blockchain technology in accounting and audit
at the enterprise.
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Management of financial and economic security of critical infrastructure ob-
jects in the conditions of risks of quarantine restrictions: strategic and per-
sonnel aspects

Nataliia Zachosova1,∗, Dmytro Kutsenko1, Oleksii Koval1, and Andrii Kovalenko1

1Department of Management and Economic Security, The Bohdan Khmelnytsky National University of Cherkasy, 81 Shevchenko
Blvd., Cherkasy, 18031, Ukraine

Abstract. The purpose of the study was to develop theoretical and methodological background and to make
practical offers for solving the problem of financial and economic security management of critical infrastructure
in terms of personnel and strategic aspects. The list of reasons and circumstances of necessity of maintenance
of financial and economic security of objects of critical infrastructure and its management is established. The
definition of financial and economic security of a critical infrastructure object is offered. The peculiarities
of the interpretation of the concept of financial and economic security for the needs of critical infrastructure
are summarized. Two levels of financial and economic security management of critical infrastructure objects
are distinguished – state (external) level and internal level – and an explanation of the differences in financial
and economic security management at each of them is provided. The risks caused by quarantine restrictions
for the state of financial and economic security of critical infrastructure objects have been identified. As a
main result of the study the TARGET model for strategic management of financial and economic security of
critical infrastructure objects is proposed. Practical value of the proposed in the study TARGET model for
strategic management of financial and economic security of critical infrastructure objects – it will be the basis
for developing strategic documents for stabilizing and further developing and maintaining high functionality
of critical infrastructure of Ukraine. As an additional result of the study proposals on the basics of personnel
policy formation for the need to ensure financial and economic security of critical infrastructure objects in
a global pandemic and quarantine restrictions are made. The novelty of proposed personnel policy is in a
fact that it contains such modern components as staff training; employee incentives; overcoming resistance to
change; staff involvement in solving various issues; staff discipline; leadership, partnership and teamwork; time
management and self-management; staff safety, staff digital literacy.

1 Financial and economic security of
critical infrastructure as a management
object

An important problem of national security and defense of
the state is to ensure a high functional state of the critical
infrastructure of the country, which is based on efficient
and continuous operation of economic entities. Vectors
of research of modern scientists and practitioners should
be directed to the development of innovative management
tools, new technologies of management solutions to en-
sure economic security of business structures to stabilize
the critical infrastructure of the state in the transformation
of classical business practices caused by Industry 4.0 and
globalization. It is also necessary to take into account in
this process the latest non-traditional risks posed by the
epidemiological situation in Ukraine and in the world, in
particular, and those of their species that are provoked by
quarantine restrictions.

∗e-mail: natazachosova@gmail.com

1.1 The need to manage the financial and
economic security of critical infrastructure

According to the draft regulation acts, “the object of criti-
cal infrastructure defined in the manner prescribed by law,
a component of critical infrastructure, functionality, conti-
nuity, integrity and stability of which ensure the realization
of vital national interests” [1]. In the context of exacer-
bation of the epidemiological situation, the continuity of
action of the critical infrastructure objects was threatened,
which created risks not only for their financial and eco-
nomic security, but also for the security of the state and
the population as a whole

In order to target efforts to develop modern directions
and concepts of financial and economic security manage-
ment of critical infrastructure objects, in particular, at the
state level, to establish opportunities for their financial
support, etc., it is important to determine their list. At the
legislative level, it is proposed to consider the objects of
critical infrastructure as “enterprises, institutions, organi-
zations, regardless of ownership, which:

© The Authors, published by EDP Sciences. This is an open access article distributed under the terms of the Creative Commons Attribution License 4.0
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1) carry out activities and provide services in the fields of
energy, chemical industry, defense industry, transport,
information and communication technologies, elec-
tronic communications, in the banking and financial
sectors;

2) provide services in the spheres of life support of the
population, in particular in the spheres of centralized
water supply, centralized drainage, supply of thermal
energy, hot water, electricity and gas, food production,
health care;

3) included in the list of enterprises of strategic impor-
tance for the economy and security of the state;

4) are subject to protection and defense in a state of emer-
gency and a special period;

5) are objects of increased danger;

6) are objects of national importance, extensive connec-
tions and significant impact on other infrastructure;

7) are objects, the dysfunction of which will lead to a cri-
sis situation of regional importance” [1].

Thus, the list includes business structures of various
sectors of the economy, those objects, the shutdown of
which may actually destabilize the state of the national
economic system or lead to increased social tensions, hu-
manitarian or man-made disaster. Obviously, the quaran-
tine restrictions, in particular regarding the temporary sus-
pension of activities, will not directly apply to such fa-
cilities. At the same time, the efficiency of their opera-
tion is directly affected by the suspension of the rest of
the business structures, the transport system, which ensure
and mediate the performance of critical functions by ob-
jects of critical infrastructure. It is in this context that the
issue of ensuring financial and economic security should
be addressed, because it is the system tools that character-
ize risks and minimize the consequences of the impact of
threats that should be used in such conditions in the first
place.

Continuity of financial transactions and financial ser-
vices plays an important role in maintaining the normal
state of the financial system of the country, the functioning
of business and the well-being of the population. There-
fore, the regulatory acts specifically state that “critical in-
frastructure in the banking system of Ukraine includes
banks, the sustainable operation of which ensures the sta-
bility of the banking system, is essential for the economy
and security of the state, the functioning of society, and
which are of significant public interest. In particular, these
are: National Bank; banks that meet at least one of the
following criteria: a bank that is included in the list of sys-
temically important banks; a bank that is included in the
list of banks of Ukraine authorized to operate (carry out
operations) during a special period; a bank in which the
state directly or indirectly owns a share of more than 75
percent of the authorized capital of the bank” [2].

Awareness of the importance of maintaining an ade-
quate level of security of critical infrastructure objects is

reflected in the specification of the definition of this con-
cept at the level of government as such a state of “security
of critical infrastructure, which ensures the functionality
and continuity of its work and / or ability to provide basic
services” [3].

Given the importance of continuous and efficient oper-
ation of economic entities belonging to the list of critical
infrastructure objects, the state of their financial and eco-
nomic security is a characteristic that requires close con-
trol, monitoring and maintenance at a high level through
rational and timely management actions by the manage-
ment of such companies, and by public authorities through
the tools of legal regulation.

The need to manage the financial and economic se-
curity of critical infrastructure objects is explained by the
following circumstances and reasons:

• influence – economic and financial stability of economic
entities that form the structural framework of the na-
tional economic, industrial, defense systems determines
the functional capacity of the national economy as a
whole;

• strategic importance – the state of financial and eco-
nomic security of the subject is the starting point, the
zero hypothesis for determining the strategic guidelines
of its development in the future; at the same time, the
condition of critical infrastructure is crucial for eco-
nomic foresight within the development of the national
strategy of the state;

• autonomy – critical infrastructure must be economically
and financially independent if not from public authori-
ties, given their special status, but at least from market
business structures in order for their activities to be fully
aimed at meeting national interests and not the desires
and needs of certain groups of stakeholders;

• specifics – critical infrastructure objects must demon-
strate the peculiarities of building their own systems
of financial and economic security, for example, in the
context of organizing the protection of information re-
sources, which often have the status of state secrets or
information with limited access; for such objects, it may
be inadmissible to disclose information about their own
financial condition or sources of income, existing con-
tracts, which may be necessary to obtain investments or
loans; such specific aspects significantly reduce the ca-
pacity of some critical infrastructure facilities to attract
additional financial resources, leaving them the only op-
portunity to rely on public funding for their activities;

• time constraints – given the need for continuous opera-
tion of critical infrastructure objects, they need to have
a sufficient supply of resources, especially material and
financial, to ensure the permanence of operational busi-
ness processes, which in a low level of financial and eco-
nomic security will be difficult guarantee.

Concretization at the normative level of the concept
of security of a critical infrastructure object indicates the
need to clarify the content and essence of the category of
financial and economic security of such an object.
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1.2 Principles of financial and economic security
management of critical infrastructure objects

Scientists have long been discussing the problems of sup-
porting the continuous operation of critical infrastructure.
Thus, we find interest in the outlined issues in the publi-
cations of researchers such as Cristina Alcaraz and Sher-
ali Zeadally [4], Razieh Mosadeghi, Russell Richards and
Rodger Tomlinson [5], Georgios Giannopoulos, Roberto
Filippini and Muriel Schimmer [6], David Rehak, Pavel
Senovsky and Simona Slivkova [7], Grangeat Amélie,
Bony Aurélia, Lapebie Emmanuel, Eid Mohamed and
Dusserre Gilles [8], Christer Pursiainen [9]. Problems of
financial and economic security management are solved
by such scientists as Alina Ianioglo and Tatjana Polajeva
[10], Lars Osberg and Andrew Sharpe [11], Valeriu Ioan-
Franc and Marius Andrei Diamescu [12], Kurt Schim-
mel, Sifeng Liu, Jeananne Nicholls, Nicholas A Nech-
val and Jeffrey Yi-Lin Forrest [13], Emanuel Kopp, Lin-
coln Kaffenberger and Christopher Wilson [14], Marek
Kośny and Maria Piotrowska [15], Jacob S. Hacker, Gre-
gory A. Huber, Austin Nichols, Philipp Rehm, Mark
Schlesinger, Rob Valletta and Stuart Craig [16], Ja-
cob S. Hacker, Gregory A. Huber, Philipp Rhem, Mark
Schlesinger and Rob Valetta [17], Stefano Bistarelli, Fabio
Fioravanti, Pamela Peretti and Francesco Santini [18], Ja-
cob S. Hacker, Gregory A. Huber, Austin Nichols, Philipp
Rehm, Mark Schlesinger, Rob Valletta and Stuart Craig
[19], M. Eric Johnson and Eric Goetz [20], Miles Kahler
[21]. Ukrainian researchers are also making successful at-
tempts to study the country’s critical infrastructure man-
agement issues, in particular, [22]. As a separate area
of research on financial and economic security at the mi-
cro and macro levels has become issues of risk manage-
ment, which can be traced in the publications of such sci-
entists as Brian J. Allen and Rachelle Loyear [23], Alison
Wakefield [24], Ryan McCormack and Albert Lord [25],
Matthias Dehmer, Silja Meyer-Nieberg, Goran Mihelcic,
Stefan Pickl and Martin Zsifkovits [26].

If from the functional plane – the study of financial
and economic security subsystems and their condition –
to move to the species parameter, the field of view of sci-
entists in the field of security often includes such critical
infrastructure as financial institutions, especially banks. It
should be noted that this study also began with the sci-
entific interest of its authors to the problems of economic
security of various types of financial institutions [27, 28].

Since the objects of critical infrastructure at the state
level include strategically important enterprises of differ-
ent types of economic activity, banking institutions, etc.,
the definition of financial and economic security, proposed
for many years by researchers for different types of eco-
nomic entities, may be more or less suitable for use for
these specific objects. However, it is worth considering
the question of clarifying the concept of financial and eco-
nomic security through the prism of the definitions pro-
posed for business structures, because for the latter the
purpose of the economic security system is to form such
an internal environment that can provide its competitive
advantages with minimal risk and threats to the loss of

economic viability in the long run, while the priority of
critical infrastructure objects financial and economic se-
curity should be to ensure a high level of protection of re-
sources of such structures and support their effective use to
achieve the necessary social effect, ensuring the viability
and activity of related industries, finance, social spheres,
national defense. Making a profit for critical infrastruc-
ture should be a secondary task compared to meeting the
needs of stakeholders related to their work.

Even those definitions of financial and economic secu-
rity that we have found in the scientific sources and which
can be used to assist in performing the tasks of this study
have a large number of shortcomings. That’s why we can
not call them universal and give them the status of classi-
cal definitions and use them to explain the core of finan-
cial and economic security of critical infrastructure. For
example, interpretations that explain the core of financial
and economic security through a category of “state” are
criticized because of the fact that in a changing, risky en-
vironment, maintaining a certain state of resources or eco-
nomic opportunities or characteristics requires a number
of dynamic action by company management, which makes
such a state volatile, changeable, but not “fix” it. There-
fore, some parameters should be added to the concept of
financial and economic security in a “state”, plane which
characterize it at that particular moment in time, when the
level of financial and economic security is assessed and
experts conclude whether in the state of security or, con-
versely – danger – the business entity is.

We believe that the financial and economic security of
critical infrastructure should be considered a set of finan-
cial and economic conditions that are created by making
management decisions on the formation of economic re-
sources of the entity, areas of their preservation and use
within the main, financial, investment and other activities
in order to ensure the continuity of the functioning of the
structure and the timely implementation of the tasks of its
existence in the architecture of the critical infrastructure of
the state.

Given that the objects of critical infrastructure differ
in the so-called level of criticality – that is, fall under a
certain gradation of importance for the state of national
security and sustainability of economic development, we
propose to highlight certain characteristics of their finan-
cial and economic security table 1.

In the course of any enterprise, institution or organiza-
tion, financial and economic security should be recognized
as an object of management. Only in this case, the man-
agement of the entity will cease to consider financial and
economic security as a result of external and internal en-
vironmental factors that partly determine and partly affect
the results of its activities, and realize the need and abil-
ity to influence the results of economic and financial risks.
Bobro offers to put the task of the object‘s security protec-
tion on the government forces or on the top-management
of the business structure – depending on the level of “criti-
cality” of this object for the national security [29]. Thus, it
is advisable to distinguish two levels of management of fi-
nancial and economic security of critical infrastructure ob-
jects – public, state, governmental (external) and internal.
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Table 1. Features of the concept of financial and economic
security of critical infrastructure

Level of
impor-
tance

Core of financial and economic security
essence

National
level

Financial and economic security as a manda-
tory condition for stable functioning of the
economic system of the country and for keep-
ing of the proper state of national security

Industry
level

Financial and economic security as a situa-
tion of supporting the proper level of finan-
cial and economic capabilities and the level
of functionality of the object of critical infras-
tructure, giving the possibility to contribute
to the stabilization and development of the
industry through the mechanisms of efficient
use of available resources in the face of exter-
nal and internal risks, threats and challenges
to this process performance

Regional
level

Financial and economic security as a set of
conditions for the continuous functioning of
the economic system for achiving the goal of
receiving economic or social effect in the sur-
roundings, full of risks, for the purpose to en-
sure the sustainability of economic entities re-
lations in the region

Local
eco-
nomic
or social
system
level

Financial and economic security as an avail-
ability of the necessary amounts of financial
and economic resources and opportunities for
their effective use, taking into account the ex-
isting risks and threats and the possible con-
sequences of their manifestation to maintain
the viability and ensure the proper conditions
for the future development of the system

Internal level – a set of management decisions aimed at
maintaining financial and economic security through plan-
ning, organization, coordination and control of actions to
form the resource provision of the business entity and pre-
vent threats to the continuity of this process. External
(state) level – a set of administrative, control and super-
visory measures to maintain the state of financial and eco-
nomic security, formed on the object of critical infrastruc-
ture or to initiate actions to improve it in the short and long
term through advisory, support or enforcement actions in
the direction of operation of the critical infrastructure ob-
ject.

2 Risks caused by quarantine restrictions
for the state of financial and economic
security of critical infrastructure objects

The main risk posed by quarantine restrictions for all busi-
nesses without exception is the forced cessation of their
operation, for example, during a period of lockdown an-
nounced in the country. At the same time, we should not
forget that the concept of risk is dualistic, ie, in addition
to a purely negative result that may have a risk to the en-

terprise, organization and institution, risk is also an oppor-
tunity for qualitative change, transformation, moderniza-
tion of their organizational and business processes. Thus,
the transformation of risks in the system of financial and
economic security of economic entities into indicators and
catalysts for qualitative change – is an important modern
task of security professionals.

Ivanenko offers several stages of risk management that
can be recommended for use in the context of financial
and economic security management of critical infrastruc-
ture objects. These are such stages as: “identification of
risks as a process of their recognition and description; risk
analysis, which involves understanding the nature of risk
and determining its level; risk assessment, which involves
comparing the results of risk analysis with the criteria for
determining whether the risk is acceptable or not accept-
able” [30]. At the stage of this scientific study, we will
try to identify the risks caused by quarantine restrictions,
and currently have a negative impact, or in the future may
cause it for the state of financial and economic security of
critical infrastructure objects:

• diseases of employees (lack of replacement, downtime
of equipment, shutdown of business processes, the need
to involve outsiders to ensure the continuity of the work
process);

• transport and logistics problems (supply disruptions, de-
layed delivery of necessary materials, personnel delays
to the workplace, the need for additional costs for the
organization of transportation of personnel to the place
of work);

• non-fulfillment of contractual obligations (the need to
cease operations during the lockdown causes a breach
of contract by companies that must comply with gov-
ernment decisions and stop work; for critical infrastruc-
ture objects this may mean an increase in receivables
and payables, breaks in chains supply, loss of customers
and partners, the need to find financial and economic al-
ternatives to maintain their own economic viability);

• reduction of the number of orders, refusal of previous
agreements on the purchase of products or services due
to their loss of relevance during the quarantine period;

• difficulty or inability to work with foreign partners and
counterparties due to quarantine restrictions by both (or
more) countries whose entities are involved in the pro-
cess of such cooperation.

New risks, threats and challenges for critical infras-
tructure objects activities update the search for new ap-
proaches to managing their financial and economic secu-
rity.

3 Features of financial and economic
security management of critical
infrastructure objects during quarantine
restrictions

As already noted, the biggest risk of quarantine restric-
tions for critical infrastructure objects and for the state as
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a whole is the termination of their activities, not due to the
decision of the authorities, given the strategic importance
of such facilities, but the impossibility of its continuation
due to downtime of partners, contractors, etc. Given this,
an important vector of financial and economic security
management in such conditions should be strategic man-
agement, as to determine the potential goals and bench-
marks of economic activity in force majeure, is a difficult
but necessary management task. Management also needs
close attention to the organization of the personnel security
system, as most of the risks associated with the epidemi-
ological situation or the source of its origin are connected
with a person who can get sick, and this fact will affect
the level of intellectual and, ultimately, economic secu-
rity of the business entity, or the impact of other possible
threats, intensified by quarantine and lockdown, will re-
duce staff efficiency (e.g., lower family budget incomes,
higher health care costs, the need to spend time caring for
children and elderly relatives, etc.).

3.1 Strategic management of financial and
economic security of critical infrastructure
objects during quarantine restrictions

Traditional approaches to strategic management of finan-
cial and economic security of economic entities are found
in numerous publications, for example, [31, 32]. Deeply
respecting the opinions of reputable scientists, however,
we believe that the paradigms of strategic management in
general and financial and economic security in particular
in today’s economy, given the trends of Industry 4.0 and
the epidemiological situation in the world, require revision
and modernization. In our opinion, strategic management
should be organized according to the TARGET model fig-
ure 1.

We will provide some explanations on the essence of
the proposed model. Thus, in our opinion, it is neces-
sary to reconsider the very essence of the strategic man-
agement process in the context of the time parameter. In
the current conditions in Ukraine, to anticipate the com-
pany’s actions even for one year is a strategy! Strategic
management must be transferred from the plane of time,
when strategy means one thing – a long-term vision of the
company’s development, into the plane of goals. That is,
the strategy is the goal or goals to be achieved, the means
and tools to achieve them, and the time interval for which
it must be done may change depending on the factors and
circumstances that accompany the activities of the enter-
prise. Thus, the strategic management of financial and
economic security of critical infrastructure should be im-
plemented not in terms of time, but in terms of objectives.
However, if the factors and risks of the external and in-
ternal environment of the enterprise and their impact are
sufficiently predictable, then the time parameter can be di-
vided into short-term, long-term, medium-term. Foresight
means the importance of trying to predict developments as
one of the tasks of strategic management of financial and
economic security.

The goals set by the financial and economic security
system of the enterprise manager must be agreed with the

Figure 1. TARGET model for strategic management of financial
and economic security of critical infrastructure objects

interests of different categories of stakeholders, and also
should be measurable, achievable and rational from the
standpoint of available resources (primarily financial, hu-
man, material, informational). Governance (management
(supervision, leadership, subordination)), as already men-
tioned, should be carried out at two levels – internal and
external, but the proposed model is not a level one, it used
a subjective approach – and identifies the main actors in-
fluencing the process of strategic management of financial
economic security. For critical infrastructure objects, their
list includes: state bodies (supervision, control, monitor-
ing), owners (in the case of state-owned enterprises, these
two groups coincide – coordination of strategies), enter-
prise management (planning, organization, implementa-
tion and control of strategic tasks), stakeholders (multi-
faceted influence on the formation and implementation of
strategies for financial and economic security to meet their
own interests and within available capabilities).
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Endless (continuity, infinity) is a specific feature of fi-
nancial and economic security management of critical in-
frastructure objects. We believe that the strategies of such
entities should be based on the assumption that their activ-
ities will continue for at least a few more decades. To do
this, they need to obtain guarantees from public authori-
ties, have several alternatives for each existing partner or
counterparty in the event of the possibility of termination
of the partnership (such as during quarantine), make the
transition to project management within individual busi-
ness processes – that the completion of one project initi-
ates the beginning of a new one – to expand, improve the
results, maximize their effect on the company and intro-
duce a policy of involvement of employees (if not all, then
representatives of the workforce) in strategic planning and
financial and economic security management.

The last parameter – transformation – means the desire
and readiness to upgrade, modernize production, manage-
ment and other processes in accordance with the require-
ments of the time and new challenges (eg, global pan-
demic, quarantine restrictions, lockdown). Characteristic
features of such management will be flexibility in making
management decisions, even at the strategic level, innova-
tion, change management and modernization of business
processes as needed.

3.2 Personnel security of critical infrastructure
objects during the quarantine period

Personnel of critical infrastructure object are the most vul-
nerable to the risks posed by a global pandemic [33].
Stress factors can lead to the fact that the actions or in-
action of employees, their temporary absence from work,
inattention or concern about the situation in the country,
will threaten the state of personnel security of the entity,
and as a consequence – will have negative effect and for
the state of financial and economic security. The main vec-
tors of work with employees, given the possibility of the
need to transfer them to part-time work, leave on sched-
ule, savings on bonuses and other forms of financial in-
centives, etc., should be: constant channels of communi-
cation, maximum information openness, flexibility in the
organization work process (where possible) and in the dis-
tribution of working time (also if possible), involvement
of staff in making various decisions on the organization of
the business entity in a pandemic, stimulating leadership
and supporting the initiative, etc. table 2.

Thus, the rational management of personnel, support
and assistance of people who face new challenges of the
global pandemic and quarantine restrictions, are under
constant stress, worry about their own well-being, and feel
additional responsibility for employment in a strategically
important for state needs entity, is important for maintain-
ing the continuous operation of critical infrastructure and
the state of their financial and economic security.

4 Conclusions

The updated approach to managing the economic secu-
rity of business processes in various modifications, taking

into account the risks of quarantine restrictions, will be
used in all sectors of the national economy, will modern-
ize the management systems of various economic activi-
ties, and thus have a positive effect on strategic develop-
ment of financial system, national economy and achieving
a high level of national security and financial and political
sovereignty.

The practical importance of the result lies in the next
plane. It is expected that the proposed in the study TAR-
GET model for strategic management of financial and eco-
nomic security of critical infrastructure objects will be the
basis for developing strategic documents for stabilizing
and further developing and maintaining high functionality
of critical infrastructure of Ukraine. In particular, testing
the objectives of critical infrastructure development strate-
gies in terms of consistency, specificity, achievable and ra-
tionality will allow to adjust them in a timely manner in ac-
cordance with existing challenges and time requirements.
Compliance of strategic guidelines with the parameters of
flexibility, innovation, readiness for change and modern-
ization at the application level will allow to make quickly
and effectively restructure of the strategies of critical in-
frastructure, to change their direction in accordance with
new opportunities and needs.

The implementation of the proposals developed within
this study at the applied level will be impossible without
supply this process with a proper staff. In fact, the person-
nel component is important for achieving and maintaining
the level of financial and economic security in both tacti-
cal and strategic areas. Of practical importance is the pro-
posed approach to the formation and implementation of
personnel policy for critical infrastructure objects, which,
in contrast to existing ones, contains such modern com-
ponents as staff training; employee incentives; overcom-
ing resistance to change; staff involvement in solving var-
ious issues; staff discipline; leadership, partnership and
teamwork; time management and self-management; staff

safety, staff digital literacy. The presence of personnel pol-
icy at the enterprise in the form of a document with the
proposed structure will allow top-management to organize
personnel work effectively and efficiently and to increase
significantly the level of personnel security of critical in-
frastructure.

The need to update personnel policy appeared due to
the risks to staff and to the state of enterprises financial
and economic security, which were evident during the epi-
demic, quarantine measures and lockdown. In particular, it
is the inability to organize and work remotely, low level of
digital technology using skills, poor communication and
other social skills, dishonest performance of duties, failure
to meet deadlines for work and projects, and, at the same
time, overload, excessive time at the computer, the need
to acquire new skills, emotional and professional burnout,
declining income, constant stress, etc.

Making timely management decisions will minimize
the losses of critical infrastructure objects, prevent their
financial instability, reduce the risk of bankruptcy and liq-
uidation in the strategic perspective.

Prospects for further research lie in the plane of pos-
sibility of developing methods for assessing the level of
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Table 2. Features of the concept of financial and economic security of critical infrastructure

Directions (sec-
tions) of person-
nel policy

Description (details)

Studing Encouraging staff to take online courses, payment or partial payment for the required higher edu-
cation, encouragement of various forms of distance learning, providing opportunities for training
during the working day (in case of flexible schedule), organization of field training, inviting lectur-
ers, mentors, organizing with them online conferences

Promotion Performance bonuses, various forms of financial assistance, payment for babysitting services, tutors
for children, bonuses for saving and rational use of enterprise resources, compensation for taxi
services or fuel for own car, provided if it is used for work purposes

Overcoming
resistance to
change

Explanatory work on the need for certain changes in production processes or work organization,
organization of psychological consultations, involvement of employees in the process of develop-
ment and implementation of changes, demonstration of intermediate results from the introduction
of changes, punishment for active and aggressive resistance to change

Involvement Striving to achieve the maximum level of employee involvement in all business processes that fall
within their field of responsibility

Discipline and or-
ganization

Control of discipline, quality of performance of the set tasks, efficiency of labor activity, level of
the organization of working process (in case of use of the form of remote work in the conditions of
quarantine)

Leadership, part-
nership and team-
work

Stimulating the manifestation of leadership qualities, periodic rotation of personnel, organization of
permanent and temporary teams for the implementation of projects and current tasks of the enter-
prise

Time man-
agement and
self-management

Explaining the need and methods of combating chronophages, incentives for efficient and rational
use of time, its savings when participating in various business processes

Security Establishing the priority of occupational safety, life and health of the employee over other produc-
tion, financial, economic goals of the enterprise; popularization of safety norms and rules, penalties
for their violation, introduction of a social package and health insurance

Digital literacy Assistance to work with digital technologies, gadgets, assistance in organizing the workflow online,
organizing and conducting group chats, consulting support for staff working remotely

financial and economic security of critical infrastructure
objects and creating strategies for their further develop-
ment in terms of extending quarantine restrictions or new
lockdowns.
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Abstract. Cryptocurrencies refer to a type of digital asset that uses distributed ledger, or blockchain technology
to enable a secure transaction. Like other financial assets, they show signs of complex systems built from a large
number of nonlinearly interacting constituents, which exhibits collective behavior and, due to an exchange of
energy or information with the environment, can easily modify its internal structure and patterns of activity. We
review the econophysics analysis methods and models adopted in or invented for financial time series and their
subtle properties, which are applicable to time series in other disciplines. Quantitative measures of complexity
have been proposed, classified, and adapted to the cryptocurrency market. Their behavior in the face of critical
events and known cryptocurrency market crashes has been analyzed. It has been shown that most of these
measures behave characteristically in the periods preceding the critical event. Therefore, it is possible to build
indicators-precursors of crisis phenomena in the cryptocurrency market.

1 Introduction

The instability of global financial systems concerning nor-
mal and natural disturbances of the modern market and
the presence of poorly foreseeable financial crashes indi-
cate, first of all, the crisis of the methodology of modeling,
forecasting, and interpretation of modern socio-economic
realities. The doctrine of the unity of the scientific method
states that for the study of events in socio-economic sys-
tems, the same methods and criteria as those used in the
study of natural phenomena are applicable. Rapidly evolv-
ing coronavirus pandemic brings a devastating effect on
the entire world and its economy as a whole [1–7]. Fur-
ther instability related to COVID-19 will negatively af-
fect not only on companies and financial markets, but also
on traders and investors that have been interested in sav-
ing their investment, minimizing risks, and making deci-
sions such as how to manage their resources, how much
to consume and save, when to buy or sell stocks, etc., and
these decisions depend on the expectation of when to ex-
pect next critical change [8–21]. Despite the complexity of
the problem, the results of recent studies indicate that sig-
nificant success has been achieved within the framework
of interdisciplinary approaches, and the theory of self-
organization – synergetics [22, 23]. The modern paradigm
of synergetics is a complex paradigm associated with the
possibility of direct numerical simulation of the processes
of complex systems evolution, most of which have a net-
∗e-mail: krivogame@gmail.com
∗∗e-mail: serdyuk@ukr.net
∗∗∗e-mail: semerikov@gmail.com
∗∗∗∗e-mail: vnsoloviev2016@gmail.com

work structure, or one way or another can be reduced to
the network. The theory of complex networks studies the
characteristics of networks, taking into account not only
their topology but also statistical properties, the distribu-
tion of weights of individual nodes and edges, the effects
of dissemination of information, robustness, etc. [1–4, 24–
26].

Complex systems consist of a plurality of interacting
agents possessing the ability to generate new qualities at
the level of macroscopic collective behavior, the manifes-
tation of which is the spontaneous formation of notice-
able temporal, spatial, or functional structures [27–32]. As
simulation processes, the application of quantitative meth-
ods involves measurement procedures, where importance
is given to complexity measures. Prigogine notes that the
concepts of simplicity and complexity are relativized in
the pluralism of the descriptions of languages, which also
determines the plurality of approaches to the quantitative
description of the complexity phenomenon [5].

Financial markets have been attracting the attention
of many scientists like engineers, mathematicians, physi-
cists, and others for the last two decades. Such vast inter-
est transformed into a branch of statistical mechanics -–
econophysics [30–34]. Physics, economics, finance, so-
ciology, mathematics, engineering, and computer science
are fields which, as a result of cross-fertilization, have cre-
ated the multi-, cross-, and interdisciplinary areas of sci-
ence and research such as econophysics and sociophysics,
thriving in the last two and a half decades. These mixed re-
search fields use knowledge, methodologies, methods, and
tools of physics for modeling, explaining and forecasting
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economic, social phenomena, and processes. Accordingly,
econophysics is an interdisciplinary research field, apply-
ing theories and methods originally developed by physi-
cists to solve problems in economics, usually those includ-
ing uncertainty or stochastic processes, nonlinear dynam-
ics, and evolutionary games.

There are deep relationships (as well as crucial differ-
ences) between physics and finance [35] that have inspired
generations of physicists as well as economists. In gen-
eral, physicists apprehend financial markets as complex
systems and, as such, they conducted numerous scientific
investigations [36].

Though statistical physics cannot get along without
quantum-mechanical ideas and notions in its fundamen-
tals, the main sphere of its interest is the macroscopic
description of systems with a large number of particles,
the dynamic behavior of which can’t be brought to mi-
croscopic dynamical equations of quantum mechanics fig-
ured out for separate particles without the use of respective
statistical postulates [37]. During last years an increas-
ing flow of works was observed, in which detailed models
of market process participants interactions and quantum-
mechanical analogies, notions, and terminology based on
methods of describing socio-economic systems are drawn
to explain both particular peculiarities of modern market
dynamics and economic functioning in whole [38–40]. In
papers [41, 42], Soloviev and Saptsin have suggested a
new paradigm of complex systems modeling based on the
ideas of quantum as well as relativistic mechanics. It has
been revealed that the use of quantum-mechanical analo-
gies (such as the uncertainty principle, the notion of the
operator, and quantum measurement interpretation) can be
applied for describing socio-economic processes.

In this review, we will continue to study Prigogine’s
manifestations of the system complexity, using the current
methods of quantitative analysis to determine the appro-
priate measures of complexity. The proposed measures of
complexity, depending on the methodology and construc-
tion methods, can be divided into the following classes:

(1) informational,

(2) (multi-)fractal,

(3) chaos-dynamic,

(4) recurrent,

(5) irreversible,

(6) based on complex networks,

(7) quantum.

Econophysics, based on a rich arsenal of research on
critical phenomena [43], very successfully copes with the
description of similar events in economics and finance.
These are crises and crashes that are constantly shaking
the world economy. The introduced measures of complex-
ity should, to one degree or another, respond to such phe-
nomena.

The key idea here is the hypothesis that the complexity
of the system before the crashes and the actual periods of

crashes must change. This should signal the correspond-
ing degree of complexity if they are able to quantify cer-
tain patterns of a complex system. A significant advantage
of the introduced measures is their dynamism, that is, the
ability to monitor the change in time of the chosen measure
and compare it with the corresponding dynamics of the
output time series. This allowed us to compare the critical
changes in the dynamics of the system, which is described
by the time series, with the characteristic changes of con-
crete measures of complexity. It turned out that quantita-
tive measures of complexity respond to critical changes in
the dynamics of a complex system, which allows them to
be used in the diagnostic process and prediction of future
changes.

The cryptocurrency market is a complex, self-
organized system, which in most cases can be considered
either as a complex network of market agents or as an inte-
grated output signal of this network – a time series, for ex-
ample, prices of individual cryptocurrency. The research
on cryptocurrency price fluctuations being carried out in-
ternationally is complicated due to the interplay of many
factors – including market supply and demand, the US
dollar exchange rate, stock market state, the influence of
crime, shadow market, and fiat money regulator pressure
that introduces a high level of noise into the cryptocur-
rency data. Moreover, in the cryptocurrency market, to
some extent, blockchain technology is tested in general.
Hence, the cryptocurrency prices exhibit such complex
volatility characteristics as nonlinearity and uncertainty,
which are difficult to forecast, and any obtained results are
uncertain. Therefore, cryptocurrency price prediction re-
mains a huge challenge [44–58].

As can be seen, markets have seen significant num-
bers of investors selling off and rebalancing their portfolios
with less risky assets. That has been leading to large losses
and high volatility, typical of crisis periods. The econ-
omy key for preventing such activity may lie in cryptocur-
rency and constructing effective indicators of possible crit-
ical states that will help investors and traders fill in safety.
Bitcoin, which is associated with the whole crypto market,
has such properties as detachment and independence from
the standard financial market and the proclaimed proper-
ties that should make it serve as the digital gold [59]. As
was shown by Kristoufek [60], Bitcoin promises to be a
safe-haven asset with its low correlation with gold, S&P
500, Dow Jones Industrial Average, and other authorita-
tive stock indices even in the extreme events. But authors
please not overestimate the cryptocurrency since accord-
ing to their calculations and, obviously, the current struc-
ture of the system, gold remains more significant. But for
ten years, this token has been discussed by many people, it
has experienced a lot in such a short period, many people
believe in it, and it has managed to form a fairly com-
plex and self-organized system. The integrated actions
from real-world merge in such dynamics and relevant in-
formation that is encoded in Bitcoin’s time series can be
extracted [61–63]. In the context of volatile financial mar-
kets, it is important to select such measures of complexity
that will be able to notify us of upcoming abnormal events
in the form of crises at an early stage.
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In this review we:

• present such measures;

• study critical and crash phenomena that have taken place
in the cryptocurrency market;

• try to understand whether crashes and critical events
could be identified and predicted by such informative
indicators or not.

This review is dedicated to the construction of such in-
dicators based on the theory of complexity. According to
our goals and actions, the paper is structured as follows. In
Section 2, we present our classification of Bitcoin’s crises
for the period from July 16, 2010 to January 21, 2021. In
Section 3, we describe the information measures of com-
plexity. In Section 4, we describe the multifractal analysis
methodology and its results for the crypto market. Section
5 defines what is chaos-based measures of complexity. In
section 6, we deal with the recurrence quantification anal-
ysis of critical and crisis phenomena in the cryptocurrency
market. Irreversible measure based on permutation pat-
terns is defined in Section 7. Section 8 presents the theory
and empirical results on network and multiplex measures
of complexity and their robustness for digital currencies.
Section 9 defines quantum complexity measures, the fea-
tures of their manifestation on the crypto market are dis-
cussed. Section 10 contains conclusions and some recom-
mendations for further research.

2 Data and classification

Bitcoin, being the most capitalized cryptocurrency, as a
rule, sets and determines the main trends of the crypto
market as a whole. Therefore, except for the part of the
work where the study of collective processes in the mar-
ket is carried out, we will use the time series of Bitcoin
[64]. From figure 1 it can be seen that at the beginning
of its existence, Bitcoin’s dynamic was determined mainly
by the processes of the formation of the market as a whole
and characterized by high volatility, which, however, was
not associated with critical phenomena. Bariviera et al.
[65] find that the Hurt exponent changes significantly dur-
ing the first years of existence of Bitcoin, and now it is less
unstable than before. Moreover, they detect more evidence
of information since 2014 [66].

Being historically proven, popular, and widely used
cryptocurrency for the whole existence of cryptocurren-
cies in general, Bitcoin began to produce a lot of news and
speculation, which began to determine its future life. Sim-
ilar discussions began to lead to different kinds of crashes,
critical events, and bubbles, which professional investors
and inexperienced users began to fear. Thus, we advanced
into action and set the tasks:

• classification of such critical events and crashes;

• construction of such indicators that will predict crashes,
critical events in order to allow investors and ordinary
users to work in this market.

Accordingly, during this period in the Bitcoin market,
many crashes and critical events shook it. At the moment,

Figure 1: Bitcoin price development from July 16, 2010 to
January 21, 2021

there are various research works on what crashes are and
how to classify such risk events in the market. The defini-
tion of these events still has been debatable. Nevertheless,
the proposals of most authors have common elements that
allow us to arrive at a consensus. Generally, the market
crash is a sudden drastic decline in the prices of financial
assets in a specific market [67]. Additionally, the applied
model for a specific market takes an important place in
the definition of “drastic decline”. For instance, Wang et
al. [67] take into account events with a minimum one-day
decrease of 5% in the stock returns. These authors [26]
identify financial crashes as a decrease of 25% or less of
multi-year financial returns. Lleo and Ziembda [68] define
a crash as a specific event of a day, which decreasing clos-
ing price exceeds a fall of 10% between the highest and the
lowest value of the stock index in a year. Hong and Stein
[69] postulate that the market crash is an unexpected event
in which appearance was not accompanied by any finan-
cial news. Moreover, the price change during this event
is rather negative. Also, it is worth mentioning the study
of Min Shu and Wei Zhu [70] where their classification
of crashes included almost 50 crashes. It remains a lit-
tle unclear which factors influence their choice of such an
enormous amount of crashes in such a short period. Re-
searchers emphasize these drops as such, with a fall of
more than 15% and a duration of fewer than three weeks.
Nevertheless, regarding this classification, we are going to
emphasize the most relevant, where the complexity of the
index started to decrease and whose initial deviation from
regular behavior was noticeable in advance. Nowadays
some people proclaim Bitcoin as a “digital gold”. Gold
as a material has served for jewelry and art as well as elec-
tronic or medical components. Limited supply and current
acceptance of Bitcoin as a “digital gold” may erect it to
the same level as gold. While some people back up Bit-
coin‘s advantage, demonstrating its similarities with those
of gold and silver [71], others argue that it is the new
digital coin [72] due to its high volatility and unclear fu-
ture development. However, researchers find its potential
benefits during extreme market periods and provide a set
of stylized factors that claim to be successful long-short
strategies that generate sizable and statistically significant
excess returns [73]. Despite volatile swings and many crit-
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ics, Bitcoin has emerged and attracted much more confi-
dence. These studies [74, 75] consider that measures of fi-
nancial and macroeconomic activity can be drivers of Bit-
coin returns. Reviewing papers of the researches above,
the experience of others and our own [76–85], we have re-
vised our classification of such leaps and falls, relying on
Bitcoin time series during the entire period (01.01.2011-
21.01.2021) of verifiable fixed daily values of the Bitcoin
price (BTC) (https://finance.yahoo.com/cryptocurrencies).
We emphasize that

• crashes are short and time-localized drops that last ap-
proximately two weeks, with the weighty losing of price
each day. Their volatility is high. In percentage term,
their decline exceeds 30 percent, and normalized returns
proceed ±3σ or near to it;

• critical events are those falls that, during their existence,
have not had such massive changes in price as crashes.

Relying on these considerations, we emphasize 29 pe-
riods on Bitcoin time series, relying on normalized returns
and volatility, where returns are calculated as

G(t) = ln x(t + ∆t) − ln x(t) � [x(t + ∆t) − x(t)]/x(t) (1)

and normalized (standardized) returns as

g(t) � [G(t) − 〈G〉] /σ, (2)

where σ ≡
√
〈G2〉 − 〈G〉2 is the standard deviation of G,

∆t is time lag (in our case ∆t = 1), and 〈 . . . 〉 denotes the
average over the time period under study and volatility as

VT (t) =
1
n

t+n−1∑
t′= t

∣∣∣g(t′)
∣∣∣

From the mentioned stylized facts on BTC dynamics,
it was noticed how considerably it started to change near
2014. To gain a deeper understanding of its existence in
the starting period, we divided the BTC time series into
two periods: (01.01.2011-31.08.2016) and (01.09.2016-
21.01.2021). More detailed information about crises,
crashes, and their classification under these definitions is
given in table 1 and table 2.

Therefore, according to our classification crisis periods
with numbers (1, 2, 4-6, 8, 9, 13, 18, 23-25, 27, 29) are
crashes, all the rest – critical events.

Figure 2 confirms the importance of dividing the BTC
time series in order to observe its dynamics in more detail.
However, as it can be seen, we could separate time series
in much deeper time scales.

In figure 3 output Bitcoin time series for the first
and the second periods, their normalized returns g(t), and
volatility VT (t) calculated for the window of size 100 are
presented.

From figure 3 we can see that during periods of crashes
and critical events normalized returns g increases consid-
erably in some cases beyond the limits ±3σ. This indicates
deviation from the normal law of distribution, the pres-
ence of the “heavy tails” in the distribution g, which are
characteristics of abnormal phenomena in the market. At
the same time volatility also grows. Such qualities are the

foundation of our classification for crashes, as it has been
mentioned already. All the rest events are critical. These
characteristics serve as indicators of crashes and critical
events as they react only at the moment of the above-
mentioned phenomena and do not allow identifying the
corresponding abnormal phenomena in advance. In con-
trast, most of the indicators described below will respond
to critical changes and crashes in advance. It enables them
to be used as indicators – precursors of such phenomena.

Calculations were carried out within the framework
of the algorithm of a rolling (sliding, moving) window.
For this purpose, the part of the time series (window), for
which there were calculated measures of complexity, was
selected, then the window was displaced along with the
time series in a predefined value, and the procedure re-
peated until all the studied series had exhausted. Further,
comparing the dynamics of the actual time series and the
corresponding measures of complexity, we can judge the
characteristic changes in the dynamics of the behavior of
complexity with changes in the cryptocurrency. If this or
that measure of complexity behaves in a definite way for
all periods of crashes, for example, decreases or increases
during the pre-crashes or pre-critical period, then it can
serve as their indicator or precursor.

Calculations of measures of complexity were carried
out both for the entire time series, and for a fragment of
the time series localizing some of the emphasized crashes
and critical events. In the latter case, fragments of time
series of the same length with fixed points of the onset
of crashes or critical events were selected and the results
of calculations of complexity measures were compared to
verify the universality of the indicators. Following some
described below procedures such time localization as, ex-
ample, of length 100 or 200, either won‘t make any sense,
or won‘t be possible as some of them are sensitive to time
localization, or require a longer length of the time series
as it is required by the procedure for better accuracy of
further calculations

3 Informational measures of complexity

Complexity is a multifaceted concept, related to the degree
of organization of systems. Patterns of complex organi-
zation and behavior are identified in all kinds of systems
in nature and technology. Essential for the characteriza-
tion of complexity is its quantification, the introduction of
complexity measures, or descriptors [86].

We may speak of the complexity of a structure, mean-
ing the amount of information (number of bits) of the
structure; this is the minimum space we need to store
enough information about the structure that allows us its
reconstruction. We may also speak of the algorithmic
complexity of a certain task: this is the minimum time
(or other computational resources) needed to carry out this
task on a computer. And we may also speak of the com-
munication complexity of tasks involving more than one
processor: this is the number of bits that have to be trans-
mitted in solving this task [87–89].
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Table 1: List of Bitcoin major crashes and critical events since June 2011 till July 2016

№ Name Days in Bitcoin High Bitcoin Low Decline, Decline,
correction Price, $ Price, $ % $

1 07.06.2011-10.06.2011 3 29.60 14.65 50 14.95
2 11.10.2011-18.10.2011 7 4.15 2.27 45 1.88
3 15.01.2012-16.02.2012 32 7.00 4.27 39 2.73
4 15.08.2012-18.08.2012 3 13.50 8.00 40 5.50
5 08.04.2013-15.04.2013 7 230.00 68.36 70 161.64
6 28.04.2013-02.05.2013 4 144.00 98.09 32 45.91
7 19.06.2013-04.07.2013 15 111.29 68.50 38 42.79
8 04.12.2013-07.12.2013 3 1237.66 697.02 44 540.64
9 05.02.2014-21.02.2014 16 904.52 111.55 88 792.97
10 24.03.2014-09.04.2014 17 567.56 384.63 32 182.93
11 09.08.2014-17.08.2014 8 592.06 462.18 22 129.88
12 22.09.2014-04.10.2014 12 436.86 322.86 26 114.00
13 12.01.2015-14.01.2015 2 269.33 164.92 39 104.41
14 27.07.2015-23.08.2015 27 293.70 211.43 28 82.27
15 09.11.2015-11.11.2015 2 380.22 304.71 28 75.51
16 18.06.2016-21.06.2016 3 761.04 590.56 22 170.48
17 29.07.2016-01.08.2016 3 654.74 513.43 24 141.31

Table 2: List of Bitcoin major crashes and critical events since January 2017 till March 2020

№ Name Days in Bitcoin High Bitcoin Low Decline, Decline,
correction Price, $ Price, $ % $

18 04.01.2017-11.01.2017 7 1135.41 785.42 30 349.99
19 15.03.2017-18.03.2017 3 1253.43 971.38 23 282.05
20 10.06.2017-15.07.2017 35 2973.44 1914.09 36 1059.35
21 31.08.2017-13.09.2017 13 4921.85 3243.08 34 1678.77
22 08.11.2017-12.11.2017 4 7444.36 5878.13 21 1566.23
23 16.12.2017-30.12.2017 14 19345.49 12531.52 35 6813.97
24 06.01.2018-05.02.2018 30 17172.30 6937.08 60 10235.22
25 04.03.2018-05.04.2018 33 11504.42 6634.86 42 4869.56
26 04.05.2018-27.05.2018 23 9845.90 7118.88 28 2727.02
27 18.11.2018-15.12.2018 27 5615.26 3232.51 42 2382.75
28 12.07.2019-16.07.2019 4 11797.37 9423.44 20 2373.93
29 06.03.2020-16.03.2020 10 9122.55 5014.48 45 4108.07

Historically, the first attempt to quantify complexity
was based on Shannon’s information theory [90] and Kol-
mogorov complexity [91].

3.1 Lempel-Ziv complexity

Lempel-Ziv complexity (LZC) is a classical measure that,
for ergodic sources, relates the concepts of complexity (in
the Kolmogorov-Chaitin sense), and entropy rate [92, 93].
For an ergodic dynamical process, the amount of new in-
formation gained per unit of time (entropy rate) can be
estimated by measuring the capacity of this source to gen-
erate new patterns (LZC). Because of the simplicity of the
LZC method, the entropy rate can be estimated from a sin-
gle discrete sequence of measurements with a low compu-
tational cost [94].

In this paper, we show that the LZC measure can be
just such a measure of complexity, which is an early pre-

cursor of crisis phenomena in the cryptocurrency market
[2, 79, 95, 96].

Historically, the first LZC measure system studies for
financial time series were conducted by S Da Silva et al.
[96–99]. They considered the deviation of LZC from that
value for a random time series as a measure of actual
market efficiency in absolute [95, 96, 98, 99] or relative
[97] terms. Using this approach authors were able to de-
tect decreases in efficiency rates of the major stocks listed
on the Sao Paulo Stock Exchange in the aftermath of the
2008 financial crisis [98]. In [100], authors have surveyed
the principal applications of algorithmic (Kolmogorov)
complexity to the problem of financial price motions and
showed the relevance of the algorithmic framework to
structure tracking in finance. Some empirical results are
also provided to illustrate the power of the proposed es-
timators to take into account patterns in stock returns. In
paper [101] was proposed a generic methodology to esti-
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Figure 2: The dynamics of the daily values of the BTC price. The inset shows 1-4 crisis periods presented in table 1.

mate the Kolmogorov complexity of financial returns. Ex-
amples are given with simulated data that illustrate the ad-
vantages of our algorithmic method: among others, some
regularities that cannot be detected with statistical meth-
ods can be revealed by compression tools. Applying com-
pression algorithms to daily returns of the Dow Jones In-
dustrial Average (DJIA), the authors concluded on an ex-
tremely high Kolmogorov complexity and by doing so,
proposed another empirical observation supporting the im-
possibility to outperform the market. The structural com-
plexity of time series describing returns on New York’s
and Warsaw’s stock exchanges was studied using two esti-
mates of the Shannon entropy rate based on the Lepel-Ziv
and Context Tree Weighting algorithms [102]. Such struc-
tural complexity of the time series can be used as a mea-
sure of the internal (modelless) predictability of the main
pricing processes and testing the hypothesis of an efficient
market. Somewhat surprisingly, the results of [103], in
which the authors computed the LZC from two compos-
ite stock indices, the Shanghai stock exchange composite
index (SSE) and the DJIA, for both low-frequency (daily)
and high-frequency (minute-to-minute) stock index data.
The calculation results indicate that that the US market
is basically fully random and consistent with the efficient
market hypothesis (EMH), irrespective of whether low- or
high-frequency stock index data are used. The Chinese
market is also largely consistent with the EMH when low-
frequency data are used. However, a completely different
picture emerges when the high-frequency stock index data
are used. H. Cao and Y. Li [104] presents a novel method
for measuring the complexity of a time series by unravel-
ing a chaotic attractor modeled on complex networks. The
complexity index, which can potentially be exploited for
prediction, has a similar meaning to the LZC and is an ap-
propriate measure of a series’ complexity. The proposed
method is used to research the complexity of the world’s
major capital markets. The almost absent sensitivity of the
LZC to fluctuations in the time series indicates most likely
errors in the calculation algorithm during the transforma-
tion of the time series. The complexity–entropy causality

plane is employed in order to explore disorder and com-
plexity in the space of cryptocurrencies [104]. They are
found to exist in distinct planar locations in the represen-
tation space, ranging from structured to stochastic-like be-
havior.

A brief analysis of the problem indicates that so far,
the Lempel-Ziv informational measure of the complexity
has not been used to study the stability and behavior of
the cryptocurrency market in a crisis. In this section, we
use the Lempel-Ziv complexity measure to study the cryp-
tocurrency market. Using the example of the most capital-
ized cryptocurrency – Bitcoin – we demonstrate the ability
to identify the dynamics of varying complexity. Particu-
larly relevant is the identification of the characteristic be-
havior of Bitcoin during the crisis phases of market behav-
ior. By observing the dynamics of the Lempel-Ziv mea-
sure, precursors of crisis phenomena can be constructed
[105].

3.1.1 The concept of Kolmogorov complexity

Let us begin with the well-known degree of complexity
proposed by Kolmogorov [106]. The concept of Kol-
mogorov complexity (or, as they say, algorithmic entropy)
emerged in the 1960s at the intersection of algorithm the-
ory, information theory, and probability theory. A. Kol-
mogorov’s idea was to measure the amount of informa-
tion contained in individual finite objects (rather than ran-
dom variables, as in the Shannon theory of information). It
turned out to be possible (though only to a limited extent).
A. Kolmogorov proposed to measure the amount of infor-
mation in finite objects using algorithm theory, defining
the complexity of an object as the minimum length of the
program that generates that object. This definition is the
basis of algorithmic information theory as well as algo-
rithmic probability theory: an object is considered random
if its complexity is close to maximum.

What is the Kolmogorov complexity and how to mea-
sure it? In practice, we often encounter programs that
compress files (to save space in the archive). The most
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(a)

(b)

Figure 3: The standardized dynamics, returns g(t), and volatility VT (t) of BTC/USD daily values for first (a) and second
(b) periods. Horizontal dotted lines indicate the ±3σ borders. The arrows indicate the beginning of one of the crashes or
the critical events

common are called zip, gzip, compress, rar, arj, and oth-
ers. Applying such a program to some file (with text, data,
program), we get its compressed version (which is usually
shorter than the original file). After that, you can restore
the original file using the paired program “decompressor”.
Therefore, approximately, the Kolmogorov complexity of
a file can be described as the length of its compressed ver-
sion. Thus, a file that has a regular structure and is well
compressed has a small Kolmogorov complexity (com-
pared to its length). On the contrary, a badly compressed
file has a complexity close to its length.

Suppose we have a fixed method of description (de-
compressor) D. For this word x, we consider all its de-
scriptions, i.e., all words y for which D(y) it is defined and
equal to x. The length of the shortest of them is called
the Kolmogorov complexity of the word x in this way of

description D:

KS D(x) = min{l(y) |D(y) = x}

where l(y) denotes the length of the word. The index
D emphasizes that the definition depends on the chosen
method D. It can be shown that there are optimal meth-
ods of description. The better the description method, the
shorter it is. Therefore, it is natural to make the following
definition: the method D1 is no worse than the method D2
if

KS D1 ≤ KS D2 (x) + c

for some c and all x.
Thus, according to Kolmogorov, the complexity of an

object (for example, the text is a sequence of characters) is
the length of the minimum program that outputs the text,
and entropy is the complexity that is divided by the length
of the text. Unfortunately, this definition is purely spec-
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ulative. There is no reliable way of identifying this pro-
gram uniquely, but there are algorithms that are actually
just trying to calculate the Kolmogorov complexity of text
and entropy.

A universal (in the sense of applicability to different
language systems) measure of the complexity of the fi-
nite character sequence was suggested by Lempel and Ziv
[100]. As part of their approach, the complexity of a se-
quence is estimated by the number of steps in the process
that gives rise to it.

Acceptable (editorial) operations are: a) character gen-
eration (required at least for the synthesis of alphabet el-
ements) and b) copying the “finished” fragment from the
prehistory (i.e. from the already synthesized part of the
text).

Let be Σ a complete alphabet, S – text (a sequence of
characters) composed of elements Σ; S [i] – ith text sym-
bol; S [i : j] – a snippet of text from the ith to jth character
inclusive (i < j); N = |S | – length of text S . Then the
sequence synthesis scheme can be represented as a con-
catenation

H(S ) = S [1 : i1]S [i1 + 1 : i2] . . .
. . . S [ik−1 + 1 : ik] . . . S [im−1 + 1 : N],

where S [ik−1 + 1 : ik] is the fragment S generated at the
kth step, and m = mH(S ) is the number of process steps.
Of all the schemes of generation is chosen the minimum
number of steps. Thus, the Lempel-Ziv complexity of the
sequence S is

cLZ(S ) = min
H
{mH(S )}.

The minimum number of steps is provided by the
choice to copy at each step the longest prototype from the
prehistory. If you mark by the position number j(k) from
which the copying begins in step k the length of the copy
fragment

l j(k) = ik − ik−1 − 1 = max
j≤ik−1
{l j : S [ik−1 + 1 : ik−1 + l j] =

= S [ j : j + l j − 1]}

and the kth component of these complex decomposition
can be written in the form

S [ik−1 + 1 : ik] =

S [ j(k) : j(k) + l j(k) − 1] if j(k) , 0,
S [ik−1 + 1] if j(k) = 0.

The case j(k) = 0 corresponds to a situation where a
symbol is in the position ik−1 + 1 that has not been encoun-
tered previously. In doing so, we use a character genera-
tion operation.

Complex text analysis can be performed in two
regimes – segmentation and fragmentation. The first
regime is discussed above. It gives an integrated view of
the structure of the sequence as a whole and reduces it
to disjoint but interconnected segments (without spaces).
The other regime is to search for individual fragments
characterized by an abnormally low complexity which
means that they characterized by a sufficiently high degree

of structure. Such fragments are detected by calculating
local complexity within variable-length windows that slide
along a sequence. Curves of change of local complexity
along a sequence are called complex profiles. A set of
profiles for different window sizes reveals the boundaries
of anomalous fragments and their relationship.

We will find the LZC complexity for the time series,
which is, for example, the daily values of the cryptocur-
rency price x(t). To investigate the dynamics of LZC and
compare it with cryptocurrency prices, we will find this
measure of complexity for a fixed length (window) con-
tract. To do this, we calculate the logarithmic returns ac-
cordingly to equation (1) and turn them into a sequence of
bits.

You can specify the number of states that are differen-
tiated (calculus system). Yes, for two different states we
have 0, 1, for three – 0, 1, 2, etc. In the case of three states,
unlike the binary coding system, a certain threshold σ is
set and the states g are coded as follows [96, 98, 99]:

g =


0 if g < −σ,
1 if −b ≤ g ≤ b,
2 if g > b.

The algorithm performs two operations: (1) adds a new
bit to an already existing sequence; (2) copies the already
formed sequence. Algorithmic complexity is the number
of such operations required to form a given sequence.

For a random sequence of lengths n, the algorithmic
complexity is calculated by expression LZCr = n/ log n.
Then, the relative algorithmic complexity is the ratio of
the obtained complexity to the complexity of the random
sequence LZC = LZC/LZCr.

Obviously, the classical indicators of algorithmic com-
plexity are unacceptable and lead to erroneous conclu-
sions. To overcome such difficulties, multiscale methods
are used.

The idea of this group of methods includes two con-
secutive procedures: 1) coarse-graining (“granulation”)
of the initial time series – the averaging of data on non-
intersecting segments, the size of which (the window of
averaging) increased by one when switching to the next
largest scale; 2) computing at each of the scales a defi-
nite (still mono scale) complexity indicator. The process
of “rough splitting” consists in the averaging of series se-
quences in a series of non-intersecting windows, and the
size of which – increases in the transition from scale to
scale [107]. Each element of the “granular” time series
follows the expression:

yτj =
1
τ

jτ∑
i=( j−1)τ+1

g(i), for 1 ≤ j ≤ N/τ, (3)

with corresponding scale factor τ. The length of each
“granular” row depends on the length of the window and is
even N/τ. For a scale of 1, the “granular” series is exactly
identical to the original one.

The coarse graining procedure for scales 2 and 3 is
shown in figure 4.

8

SHS Web of Conferences 107, 03001 (2021) https://doi.org/10.1051/shsconf/202110703001
M3E2 2021



Figure 4: Coarse-graining procedure diagram: (a) scale factor τ = 2; (b) scale factor τ = 3

To find the LZC measure of the time series, the rolling
time windows were considered; the index for every win-
dow was calculated, and then the average was obtained.

Obviously, the crisis in the cryptocurrency market re-
sponds to noticeable fluctuations in standardized returns.
Therefore, it is logical to choose σ as the value for the
threshold value b.

Figure 5 shows the dependence of the LZC on the
scale. The absence of LZC fluctuations at scales exceed-
ing 40 allows us to confine ourselves to this magnitude of
the scale when calculating the multiscale measure.

Calculations of measures of complexity were carried
for the two periods of BTC. Figure 6 presents the results
of calculations of mono-(LZCm1) and multi-(LZCm40) scal-
ing LZC measures. The calculations were performed for a
rolling window of 100 days and an increment of 1 day.

The data in figure 6 indicate that the LZC measure is
noticeably reduced both in the case of mono-scale (m1)
and averaged over the scales from 1 to 40 (m40) for all 29
crashes and critical events in the immediate vicinity of the
crisis point.

As the results of calculations showed, the choice of
the size of a rolling window is important: in the case of
large windows, points of crises of different times can fall
into the window, distorting the influence of each of the
crises. When choosing small windows, the results fluctu-
ate greatly, which makes it difficult to determine the actual
point of the crisis. The used window length of 100 days
turned out to be optimal for the separation of crises and
fixing the LZC measure as an indicator.

Since the LZC measure begins to decrease even be-
fore the actual crisis point, it can be called an indicator-
precursor of crisis phenomena in the cryptocurrency mar-
ket.

(a)

(b)

Figure 5: Scale-dependent LZC (a) and its version with
the rolling window approach (b)

3.2 Entropy as a measure of complexity

Nowadays, the most important quantity that allows us to
parameterize complexity in deterministic or random pro-
cesses is entropy. Originally, it was introduced by R. Clau-
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(a)

(b)

Figure 6: Comparative dynamics of BTC price fluctuations and mono- and multi-scaling LZC measures for first (a) and
second (b) periods of the entire time series of Bitcoin

sius [108], in the context of classical thermodynamics,
where according to his definition, entropy tends to increase
within an isolated system, forming the generalized second
law of thermodynamics. Then, the definition of entropy
was extended by Boltzmann and Gibbs [109, 110], linking
it to molecular disorder and chaos to make it suitable for
statistical mechanics, where they combined the notion of
entropy and probability [111].

After the fundamental paper of Shannon [90] in the
context of information theory, where entropy denoted the
average amount of information contained in the message,
its notion was significantly redefined. After this, it has
been evolved along with different ways and successful
enough used for the research of economic systems [112–
115].

A huge amount of different methods, as an example,
from the theory of complexity, the purpose of which is
to quantify the degree of complexity of systems obtained

from various sources of nature, can be applied in our study.
Such applications have been studied intensively for an eco-
nomic behavior system.

The existence of patterns within the series is the core
in the definition of randomness, so it is appropriate to es-
tablish such methods that will be based on the different
patterns and their repetition [116]. In this regard, Pincus
described the methodology Approximate entropy (ApEn)
[117] to gain more detail analysis of relatively short and
noisy time series, particularly, of clinical and psycholog-
ical. Its development was motivated by the length con-
straints of biological data. Since then it has been used
in different fields such as psychology [118], psychiatry
[119], and finance [120–124]. Pincus co-authored with
Kalman [124], considering both empirical data and mod-
els, including composite indices, individual stock prices,
the random-walk hypothesis, Black-Sholes, and fractional
Brownian motion models to demonstrate the benefits of
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ApEn applied to the classical econometric modeling ap-
paratus. This research the usefulness of ApEn on the ex-
ample of three major events of the stock market crash in
the US, Japan, and India. During the major crashes, there
is significant evidence of a decline of ApEn during and
pre-crash periods. Based on the presented results, their re-
search concludes that ApEn can serve as a base for a good
trading system. Duan and Stanley [125] showed that it
is possible to effectively distinguish the real-world finan-
cial time series from random-walk processes by examining
changing patterns of volatility, approximate entropy, and
the Hurst exponent. The empirical results prove that finan-
cial time series are predictable to some extent and ApEn is
a good indicator to characterize the predictable degree of
financial time series. Alfonso Delgado-Bonal [126] gives
evidence of the usefulness of ApEn. The researcher quan-
tifies the existence of patterns in evolving data series. In
general, his results present that degree of predictability in-
creases in times of crisis.

Permutation entropy (PEn), according to the previous
approach, is a complexity measure that is related to the
original Shannon entropy (ShEn) that applied to the distri-
bution of ordinal patterns in time series. Such a tool was
proposed by Bandt and Pompe [127], which is character-
ized by its simplicity, computational speed that does not
require some prior knowledge about the system, strongly
describes nonlinear chaotic regimes. Also, it is character-
ized by its robustness to noise [128, 129] and invariance to
nonlinear monotonous transformations [130]. The combi-
nation of entropy and symbolic dynamics turned out to be
fruitful for analyzing the disorder for the time series of any
nature without losing their temporal information.

As an example, Henry and Judge [131] applied PEn
to the Dow Jones Industrial Average (DJIA) to extract in-
formation from this complex economic system. The re-
sult demonstrates the ability of the PEn method to detect
the degree of disorder and uncertainty for the specific time
that is explored. Higor et al. [132] applied PEn and statis-
tical complexity over sliding time-window of daily clos-
ing price log-returns to quantify the dynamic efficiency of
more than four hundred cryptocurrencies. Authors address
to the efficient market hypothesis when the values of two
statistical measures within a time-window cannot be dis-
tinguished from those obtained by chance. They found
that 37% of the cryptocurrencies in their study stayed ef-
ficient over 80% of the time, whereas 20% were informa-
tionally inefficient in less than 20% of the time. Moreover,
the market capitalization was not correlated with their effi-
ciency. Performed analysis of information efficiency over
time reveals that different currencies with similar tempo-
ral patterns formed four clusters, and it was seen that more
young currencies tend to follow the trend of the most lead-
ing currencies. Sensoy [133] compared the time-varying
weak-form efficiency of Bitcoin prices in terms of US dol-
lars (BTC/USD) and euro (BTC/EUR) at a high-frequency
level by PEn. He noticed that BTC/USD and BTCEUR
have become more informationally useful since the be-
ginning of 2016, namely Bitcoin in the same period. Re-
searcher also found that with higher frequency in the Bit-
coin market, we had lower price efficiency. Moreover,

cryptocurrency liquidity (volatility) had a significant posi-
tive (negative) effect on the informational efficiency of its
price.

Also, Ayşe Metin Karakaş dedicated [134] both to Bit-
coin and Ethereum. Here, the concept of entropy was
applied for characterizing the nonlinear properties of the
cryptocurrencies. For her goal, Shannon, Tsallis, Rényi,
and Approximate entropies were estimated. From her em-
pirical results, it was obtained that all entropies were pos-
itive. Of great interest was the results of ApEn which
demonstrated larger value for Ethereum than for Bitcoin.
In this case, it concluded that Ethereum had higher volatil-
ity.

Pele [135] investigated the ability of several econo-
metrical models to forecast value at risk for a sample of
daily time series of cryptocurrency returns. Using high-
frequency data for Bitcoin, they estimated the entropy of
the intraday distribution of log-returns through the sym-
bolic time series analysis STSA, producing low-resolution
data from high-resolution data. Their results showed that
entropy had strong explanatory power for the quantiles of
the distribution of the daily returns. They confirmed the
hypothesis that there was a strong correlation between the
daily logarithmic price of Bitcoin and the entropy of in-
traday returns based on Christoffersen’s tests for Value at
Risk (VaR) backtesting, they concluded that the VaR fore-
cast built upon the entropy of intraday returns was the
best, compared to the forecasts provided by the classical
GARCH models.

3.2.1 Time delay method

The state of the system can be described by the set of vari-
ables. Its observational state can be expressed through a
d-dimensional vector or matrix, where each of its compo-
nents refers to a single variable that represents a property
of the system. After a while, the variables change, result-
ing in different system states.

Usually, not all relevant variables can be captured from
our observations. Often, only a single variable may be ob-
served. Thakens’ theorem [136] that was mentioned in pre-
vious sections ensures that it‘s possible to reconstruct the
topological structure of the trajectory formed by the state
vectors as the data collected for this single variable con-
tains information about the dynamics of the whole system.

For an approximate reconstruction of the original dy-
namics of the observed system, we project the time series
onto a Reconstructed Phase Space [130, 137, 138] with the
commonly used time delay method [130] which relied on
the embedding dimension and time delay.

The embedding dimension is being the dimensionality
of the reconstructed system (corresponds to the number
of relevant variables that may differ from one system to
another. The time delay parameter specifies the temporal
components of the vector components. As an example,
in recurrence analysis that will be described in section 6,
Webber and Zbilut [139] recommend setting the embed-
ding dimension between 10 and 20. Regarding the analy-
sis of financial systems, values between 1 and 20 for the
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embedding dimension are considered to be reasonable as
well as the time delay.

3.2.2 Shannon entropy

The general approach can be described as follows. For-
mally, we represent the underlying dynamic state of the
system in probability distribution form P and then the
Shannon entropy S with an arbitrary base (i.e. 2, e, 10)
is defined as:

S [P] = −

N∑
i=1

pi log pi. (4)

Here, in equation 4, pi represents the probability that
price i occurs in the sample’s distribution of the Bitcoin
time series, and N is the total amount of data in our system.
Dealing with continuous probability distributions with a
density function f (x), we can define the entropy as:

H( f ) = −

∫ +∞

−∞

f (x) log f (x)dx. (5)

According to the approach, the negative log increases
with rarer events due to the information that is encoded in
them (i.e., they surprise when they occur). Thus, when all
pi have the same value, i.e. where all values are equally
probable, and S [P] reaches its minimum for more struc-
tured time series (events that are more certain). Equation
5 is obeyed to the same rules as 4. In figure 7 are the em-
pirical results for Shannon entropy and Bitcoin time series.

It can be seen from the figure that Shannon’s entropy
is rapidly increasing at the very moment of the crisis itself
and is an excellent indicator of crisis phenomena.

3.2.3 Approximate entropy

To gain more detail analysis of the complex financial sys-
tems, it is known other entropy methods have become
known, particularly, ApEn developed by Pincus [117] for
measuring regularity in a time series.

When calculating it, given N data points
{x (i ) | i = 1, . . . ,N} are transformed into subvec-
tors ~X (i) ∈ <dE , where each of those subvec-
tors has [x(i ), x(i + 1), . . . , x(i + dE − 1)] for each
i, 1 ≤ i ≤ N −m + 1. Correspondingly, for further estnima-
tions, we would like to calculate a probability of finding
such patterns whose Chebyshev distance d[~X(i), ~X( j)]
does not exceed a positive real number r:

CdE
i (r) = (N − dE + 1)−1

N−dE+1∑
j=1

H(r − d[~X(i), ~X( j)])

whereH(·) is the Heviside function which count the num-
ber of instances d[~X(i), ~X( j)] ≤ r.

Next, we estimate

FdE (r) = (N − dE + 1)−1
N−dE+1∑

i=1

ln(CdE
i (r)),

and ApEn of a corresponding time series (for fixed dE and
r) measures the logarithmic likelihood that patterns that
are close for dE adjacent observations remain close on the
next comparison:

ApEn(dE , r,N) = FdE (r) − FdE+1(r), (6)

i.e., equation (6) measures the logarithmic likelihood that
sequences of patterns that are close for dE observations
will remain close after further comparisons. Therefore,
if the patterns in the sequence remain close to each other
(high regularity), the ApEn becomes small, and hence, the
time series data has a lower degree of randomness. High
values of ApEn indicate randomness and unpredictability.
But it should be considered that ApEn results are not al-
ways consistent, thus it depends on the value of r and the
length of the data series. However, it remains insensitive to
noise of magnitude if the values of r and dE are sufficiently
good, and it is robust to artifacts and outliers. Although
ApEn remains usable without any models, it also fits natu-
rally into a classical probability and statistics frameworks,
and, generally, despite its shortcomings, it is still the ap-
plicable indicator of system stability, which significantly
increased values may prognosticate the upcoming changes
in the dynamics of the data.

The empirical results for the corresponding measure
of entropy along with two periods of BTC are presented in
figure 8.

Long before the crisis, the value of this type of en-
tropy begins to decrease, the complexity of the system de-
creases. This measure, in our opinion, is one of the earliest
precursors of the crisis.

3.2.4 Permutation entropy

PEn, according to the previous approach, is a complex-
ity measure that is related to the fundamental Information
theory and entropy proposed by Shannon. Such a tool was
proposed by Bandt and Pompe [127], which is character-
ized by its simplicity, computational speed that does not
require some prior knowledge about the system, strongly
describes nonlinear chaotic regimes. Also, it is character-
ized by its robustness to noise [128, 129] and invariance to
nonlinear monotonous transformations [130]. The com-
bination of entropy and symbolic dynamics turned out to
be fruitful for analyzing the disorder for the time series
of any nature without losing their temporal information.
According to this method, we need to consider “ordinal
patterns” that consider the order among time series and
relative amplitude of values instead of individual values.
For evaluating PEn, at first, we need to consider a time se-
ries {x(i) | i = 1, . . . ,N} which relevant details can be “re-
vealed” in dE-dimensional vector

~X (i) = [x(i), x(i + τ), . . . , x(i + (dE − 1)τ)] ,

where i = 1, 2, . . . ,N − (dE − 1)τ, and τ is an embedding
delay of our time delayed vector. After it, we consider
dE! permutation patterns π = (k0, k1, . . . , kdE−1) of symbols
(0, 1, . . . , dE − 1) if the following condition for each ~X(i)
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(a)

(b)

Figure 7: ShEn dynamics along with the first (a) and the second (b) periods of the entire time series of Bitcoin

is satisfied:

x(i + k0) ≤ x(i + k1) ≤ . . . ≤ x(i + kdE−1).

We will use ordinal pattern probability distribution as
a basis for entropy estimation. Further, let us denote f (πl)
as the frequency of occurrence of the pattern πl. Then, the
relative frequencies of permutations in the time series are
defined as

p(πl) =
f (πl)

N − (dE − 1)τ
,

where the ordinal pattern probability distribution is given
by P = {p(πl) | l = 1, . . . , dE!}. Finally, permutation en-
tropy (denoted by S [P]) of the corresponding time series
presented in the following form:

S [P] = −

dE !∑
l=1

p(πl) log p(πl).

Then, to get more convenient values, we calculate Nor-
malized permutation entropy as:

Es[P] =
S [P]
S max

,

whose S max = ln dE! represents the maximum value of
ES [P] (a normalization constant), and normalized entropy
has a range 0 ≤ PEn ≤ 1. Here, the maximal entropy
possible value is realized when all dE! possible permuta-
tions have an equal probability of occurrence (more noise
and random data). With the much lower entropy value, we
get a more predictable and regular sequence of the data.
Therefore, the PEn gives a measure of the departure of
the time series from a complete noise and stochastic time
series.

There must be predefined appropriate parameters on
which PEn relying, namely, the embedding dimension
dE is paramount of importance because it determines dE!
possible states for the appropriate probability distribution.
With small values such as 1 or 2, parameter dE will not
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(a)

(b)

Figure 8: ApEn dynamics along with the first (a) and the second (b) periods of the entire time series of Bitcoin calculated
with rolling window of 100 days and the step size of 1 day

work because there are only few distinct states. Further-
more, for obtaining reliable statistics and better detecting
the dynamic structure of data, dE should be relevant to the
length of the time series or less [140]. For our experi-
ments, dE ∈ {3, 4} and τ ∈ {2, 3} indicate the best results.
Hence, in figure 9 we can observe the empirical results for
permutation entropy, where it serves as indicator-precursor
of the possible crashes and critical events.

Information measures of complexity due to their initial
validity and transparency, ease of implementation and in-
terpretation of the results occupy a prominent place among
the tools for the quantitative analysis of complex systems.

4 Fractal and multifractal measures of
complexity

The economic phenomena that cannot be explained by the
traditional efficient market hypothesis can be explained by

the fractal theory proposed by Mandelbrot [141]. Before,
fractal studies focus on the Rescaled Range (R/S) analysis
were proposed by Hurst [142, 143] in the field of hydrol-
ogy. However, Lo [144] discovered that the R/S method
is sensitive to short-term autocorrelation, which may lead
to a bias error of nonstationary time series. To solve this
problem, Penget et al. [145] proposed a widely used de-
trended fluctuation analysis (DFA) that uses a long-range
power law to avoid significant long-term autocorrelation
false detection [146]. As a multifractal extension (MF)
of the DFA approach, Kantelhardt et al. [147] introduced
the MF-DFA method that for a long time has been suc-
cessfully applied for a variety of financial markets, such
as stock [148–156], commodity [154, 157–160], tanker
[161], derivative [162], foreign exchange rates [163–167],
and electricity markets [168]. An especially interesting ap-
plication of multifractal analysis is measuring the degree
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(a)

(b)

Figure 9: PEn dynamics along with the first (a) and the second (b) periods of the entire time series of Bitcoin

of multifractality of time series, which can be related to
the degree of efficiency of financial markets [169–172].

Podobnik and Stanley [173] extended DFA by in-
troducing a detrended cross-correlation analysis (DCCA)
approach that can be used to study long-range cross-
correlation between two non-stationary time series.
Guided by ready-made approaches, Zhou [174] proposed
a multifractal detrended cross-correlation analysis (MF-
DCCA) [175], which is a combination of MF-DFA and
DCCA. Then the number of interesting methods has been
proposed, such as the method of MF-PX-DFA and MF-
PX-DMA [176], MF-X-DMA [177], MF-HXA [178],
MF-X-PF [179], etc. These increase the efficiency of some
applications of the MF-DCCA method. The MF-DCCA
method has been widely applied to describe the multi-
fractal characteristics of two cross-correlated nonstation-
ary time series in the financial field such as the foreign
exchange market [180, 181], the stock market [182–184],
the crude oil market [185–187], carbon market [188, 189],

and the commodity market [154, 190]. Zhang et al. also
employ MF-DCCA to examine the relationship between
mass media and new media [191] and to quantify cross-
correlation between investor sentiment proxies [192], i.e.,
fears [193] and Twitter happiness sentiment [194].

Along with common multifractal methods, Sattarhoff

and Gronwald [195] applied an intermittency coefficient
for the evaluation of financial market efficiency. While
the random walk corresponds to the most genuine form of
market efficiency, the larger the value of the intermittency
coefficient is, the more inefficient a market would be. In
an empirical application using data from the largest current
market for tradable pollution permits, the European Union
Emissions Trading Scheme, they show that this market be-
comes more efficient over time. Besides, the degree of
market efficiency is overall similar to that for the US stock
market; for one sub-period, the market efficiency is found
to be higher. While the first finding is anticipated, the sec-
ond finding is noteworthy, as various observers expressed
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regarding the information efficiency of this newly estab-
lished artificial market.

Since Bitcoin was born, it has attracted the consider-
able attention of researchers from different fields of sci-
ence that apply modern methods and models of analysis
of the peculiarities of the dynamics of the popular digital
currency, namely, the methods of multifractal analysis to
gain a deeper understanding of its inherent nonlinear sta-
tistical properties.

Using 1-min returns of Bitcoin price, Takaishi investi-
gated statistical properties and MF of Bitcoin time series
[196]. His results present that 1-min returns distribution
is fat-tailed, and kurtosis largely deviates from the Gaus-
sian expectation. Although with large time scales, kur-
tosis is anticipated to approach the Gaussian expectation,
he found that convergence to that is very slow. Skewness
is found to be negative at short time scales and becomes
consistent with zero at large time scales. Also, he ana-
lyzed daily volatility-asymmetry by using GARCH, GJR,
and RGARCH models and found no evidence of volatil-
ity asymmetry. On exploring MF using MF-DFA, it was
confirmed that the Bitcoin time series exhibits MF. The
sources of MF are also investigated, and it is confirmed
that both temporal correlation and the fat-tailed distribu-
tion contribute to the MF, and the degree of MF for the
temporal correlation is stronger than that for the fat-tailed
distribution.

Generally, regarding these papers [65, 66], Bariviera
et al. investigated the long memory of the Bitcoin mar-
ket using the Hurst exponent. Their research proves the
advantages of the DFA methods, basically, because it is
more robust and less sensitive to departures from condi-
tions of stationarity. They find that daily returns suffered a
regime switch. From 2011 until 2014 the Hurst exponent
was showing persistence behavior, whereas after 2014, it
equals to white noise, while daily volatility exhibits per-
sistent behavior during the period under study. Also, daily
volatility presents stronger fluctuations than in daily re-
turns. In particular, that volatility characteristic is the main
peculiarity of the Bitcoin market.

Kirichenko et al. [197] conducted a comparative cor-
relation and fractal analysis to time series of the Bitcoin
cryptocurrency rate and community activities in social net-
works associated with famous cryptocurrency. The re-
sults of their study show a significant correlation and sim-
ilar multifractal structure between the Bitcoin rate and the
community activities. Time series fractal analysis indi-
cated the presence of self-similar and multifractal prop-
erties.

As an example, Hong et al. [198] attempt to investigate
the time-varying long-term memory in the Bitcoin market
through a sliding window approach and by employing a
new efficiency index [199]. The daily dataset for the pe-
riod from 2010 to 2017 is utilized, and some interesting
findings emerge that:

• generalized Hurst exponents in the Bitcoin market are
above 0.5;

• long-term memory exists in the Bitcoin market;

• high degree of inefficiency ratio;

• Bitcoin market does not become more efficient over
time;

• rolling window approach can help to obtain more reli-
able results. Some conclusions for those who deal with
the cryptocurrency market were made.

The Al-Yahyaee et al. [200] paper provides the results
on the efficiency of the Bitcoin market compared to gold,
stock, and foreign exchange markets. By applying the MF-
DFA approach, researchers found that the long-memory
feature and MF of the Bitcoin market were more robust
and, therefore, more inefficient than the gold, stock, and
currency markets.

Gajardo et al. [201] applied MF-ADCCA to analyze
the presence and asymmetry of the cross-correlations be-
tween the major currency rates, Bitcoin, the DJIA, gold
price, and the oil crude market. They found that multifrac-
tality existed in every cross-correlation studied, and there
was an asymmetry in the cross-correlation exponents un-
der the different trends of the WTI, Gold, and the DJIA.
Bitcoin showed greater multifractal spectra than the other
currencies on its cross-correlation with the WTI, the Gold,
and the DJIA. Bitcoin presented a different relationship
between commodities and stock market indices, which had
to be taken into consideration when investing. The rea-
son is that over the years the currency was traded and over
time, it has earned the trust of the community.

The nonlinear patterns of the volatility of the seven
Bitcoin markets were investigated by Lahmiri et al.
[202]. Using four diverse distribution inferences: Nor-
mal, Student-t, Generalized Error, and t-Skewed distribu-
tion, they explored the fractional long-range dependence
in conjunction with the potential inherent stochasticity of
volatility time series. Their results testify to the existence
of long-range memory in Bitcoin market volatility, irre-
spectively of distributional inference. The entropy mea-
surement, which indicates a high degree of randomness in
the estimated series, shows the same. As Bitcoin markets
are highly disordered and risky, they cannot be considered
suitable for hedging purposes. Their exploration provides
strong evidence against the efficient market hypothesis.

Wei Zhang et al. [203] investigated the cross-
correlations of the return-volume relationship of the Bit-
coin market. In particular, they selected eight ex-
change rates whose trading volume accounts for more
than 98% market shared to synthesize Bitcoin indexes.
The empirical results based on MF-DCCA revealed that:
(1) return-volume relationship exhibited the nonlinear
dependencies and power-law cross-correlations; (2) all
cross-correlations were multifractal, and there were anti-
persistent behaviors of cross-correlation for q = 2; (3) the
price of small fluctuations was more persistent than that
of the volume, while the volume of larger fluctuations
was more anti-persistent; (4) the sliding window approach
showed that the cross-correlations of return-volume were
anti-persistent in the entire sample period.

Similarly to our article [204] where we applied the
MF-DFA method to Ukrainian and Russian stock markets,
we use it here to explore the multifractal property of Bit-
coin and construct reliable indicator for it.
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4.1 Multifractal detrended fluctuation analysis
(MF-DFA)

As an extension to the original DFA [145, 205, 206], the
multifractal approach [147, 207] estimates the Hurst expo-
nent of a time series at different scales. Based on a given
time series {x(i) | i = 1, . . . ,N}, the MF-DFA is described
as follows:

(i) The profile Y(i) (accumulation) is defined as:

Y(i) =

i∑
j=1

(g( j) − 〈g〉), (7)

where 〈g〉 stands for the average of returns.

(ii) The profile Y(i) is then divided into Ns ≡ int(N/s)
non-overlapping time segments of equal length s and
the local trend Y f it

v for each segment is calculated by
the least-square fit. Since the length of the time se-
ries is not always a multiple of s, a short period at
the end of the profile, which is less than the window
size, may be removed. For taking into account the re-
jected part and, therefore, to use all the elements of
the sequence, the above procedure is repeated start-
ing from the end of the profile. Therefore, the total
2Ns segments are obtained together, and the variance
is computed as

F2(v, s) =
1
s

s∑
i=1

[
Y((v − 1)s + i) − Y f it

v (i)
]2
,

for v = 1, . . . ,Ns (8)

and

F2(v, s) =
1
s

s∑
i=1

[
Y(N − (v − Ns)s + i) − Y f it

v (i)
]2
,

for v = Ns + 1, . . . , 2Ns

(9)

Various types of MF-DFA such as linear, quadratic,
or higher order polynomials can be used for elimi-
nating local trend in segment v; we use a cubic order
polynomial.

(iii) Considering the variability of time series and the
possible multiple scaling properties, we obtain the
qth order fluctuation function by averaging over all
segments:

Fq(s) =

 1
2Ns

2Ns∑
v=1

[
F2(v, s)

]q/2


1/q

. (10)

The index q can take any non-zero value. For q = 0,
Fq(s) is divergent and can be replaced by an expo-
nential of a logarithmic sum

F0(s) = exp

 1
4Ns

2Ns∑
v=1

ln F2(v, s)

 .

(iv) At least, we determine the scaling behavior of the
fluctuation function by analyzing log Fq(s) vs log s
graphs for each value of q. Here, F(s) is expected to
reveal power-law scaling

Fq(s) ∼ sh(q) (11)

for large n. The scaling exponent h(q) can be consid-
ered as generalized Hurst exponent. With q = 2 MF-
DFA transforms into standard DFA, and h(2) = H,
where H is the well-known Hurst exponent.

• h(2) ∈ [0.0, 0.5) → anti-persistency. The process
under study tends to decrease (increase) after a
previous increasing (decreasing);
• h(2) = 0.5 → uncorrelated process. The fluctua-

tions that depend on q tend to a random walk be-
havior [131];
• h(2) ∈ (0.5, 1.0] → persistency. If a process tends

to increase (decrease) for a some period T , then it
expected to continue to increase (decrease) for a
similar period of time;
• h(2) > 1.0 → nonstationary process, stronger

long-range correlations are present.

Those intervals with time intervals v will dominate
which variance F2(v, s) is large and q values are pos-
itive. Therefore, for positive values of q , h(q) de-
scribes the scaling behavior of time intervals with
large fluctuations. Large fluctuations are usually
characterized by smaller scaling coefficients of h(q)
for multifractal series. On the contrary, for nega-
tive values of q , time intervals with a small variance
F2(v, s) will dominate. Thus, h(q) will describe the
scaling behavior of time intervals with small fluctua-
tions.

(v) Another way of characterizing multifractality of a
time series is in terms of the multifractal scaling ex-
ponent τ(q) which is related to the generalized Hurst
exponent h(q) from the standard multifractal formal-
ism and given by [146]:

τ(q) = qh(q) − 1. (12)

Equation (12) reflects temporal structure of the time
series as a function of moments q, i.e., it represents
the scaling dependence of small fluctuations for neg-
ative values of and large fluctuations for positives
values. If (12) represents linear dependence of q, the
time series is said to be monofractal. Otherwise, if
(12) has a nonlinear dependence on q, then the series
is multifractal.

(vi) The different scalings are better described by the sin-
gularity spectrum f (α) which can be defined as:

α =
dτ(q)

dq
= h(q) + q

dh(q)
dq

,

f (α) = qα(q) − τ(q) = q2 dh(q)
dq

+ 1,

17

SHS Web of Conferences 107, 03001 (2021) https://doi.org/10.1051/shsconf/202110703001
M3E2 2021



with α – the Hölder exponent or singularity strength.
Following the methods described above, we present
results that reflect multifractal behavior of the Bit-
coin time series.

Figure 10a presents Fq(s) in the log-log plot. The
slope changes dependently on q , which indicates the mul-
tifractal property of a time series. As it was pointed out,
multifractality emerges not only because of temporal cor-
relation, but also because the Bitcoin returns distribution
turns out to be broad (fat-tailed) [147], and this distribu-
tion could contribute to the multifractality of the time se-
ries. The same dependence can be observed in the remain-
ing plots. The scaling exponent τ(q) remains nonlinear,
as well as generalized Hurst exponents that can serve as
evidence that Bitcoin exhibit multifractal property.

In the case of multifractals, the shape of the singularity
spectrum typically resembles an inverted parabola (see fig-
ure 10d); furthermore, the degree of complexity is straight-
forwardly quantified by the width of f (α) , simply defined
as ∆α = αmax − αmin , where αmax and αmin correspond
to the opposite ends of the α values as projected out by
different q-moments (equation (10)).

In the figure below we present the width of the spec-
trum of multifractality that changes over time accordingly
to the sliding window approach. The whole figure con-
sists of both a three-dimensional plot (singularity spec-
trum) and two-dimensional representation of its surface.

If the series exhibited a simple monofractal scaling be-
havior, the value of singularity spectrum f (α) would be a
constant. As can be observed, here our series exhibits a
simple multifractal scaling behavior, as the value of sin-
gularity spectrum f (α) changes dependently on α , i.e., it
exhibits different scalings at different scales. Moreover,
with the sliding window of the corresponding length, we
understand that at different time periods Bitcoin becomes
more or less complex. The value of ∆α gives a shred of
additional evidence on it.

As we can see from the presented results, the width of
the singularity spectrum after the crisis starts to increase,
which tells us that more violent price fluctuations are usu-
ally expected. With the decreasing width of the singularity
spectrum, the series is expected to hold the trend. As the
rule, it reaches its minimum before the collapse of the BTC
price.

5 Chaos-dynamical measures

Apparently random fluctuations in financial systems often
tend to exhibit varying levels of complexity and chaos. Re-
garding limited data, it becomes hard to define the bound-
aries of predictability of them. The analysis of such sys-
tems, the processes driving their dynamics chaos theory
has been considered in various fields such as economics,
finance, physics, and others [208–213]. Regarding the
analysis of Bitcoin dynamics, the knowledge about its
completely random and, at the same time, deterministic
processes can potentially explain fluctuations in time se-
ries of different nature. Considering the financial sector,

evidence on deterministic chaos, the knowledge of such
moments when two initially close trajectories start to di-
verge, and of the periods for which they will stay close
to each other would have important implications for reg-
ulators and traders, who will develop effective short-term
trading strategies. During the years, chaos theory has been
providing approaches to study some interesting properties
of time series. The most widespread are: correlation di-
mension, the BDS test, Kolmogorov entropy, Lyapunov
exponent, close returns test, etc. [214–217].

Endowing Bitcoin time series with the sliding window
approach and efficient methods of Lyapunov exponents,
and Levy alpha-stable distribution, we are going to reflect
its transition between chaotic and non-chaotic behavior.
Also, as it has been observed, such unstable events as mar-
ket crashes correspond to fat tails. Thus, the analysis of
such extreme events can be understood throughout Levy
alpha-stable distribution.

5.1 Lyapunov exponents

The evolution of the system exhibits sensitive dependence
on initial conditions. It means that initially close trajecto-
ries that evolve may rapidly diverge from each other and
have totally different outcomes. Accordingly, with small
uncertainties that amplify enormously quickly, long-term
predictions turn out to be impossible. On the other hand,
in a system with attraction points or stable points, the dis-
tance between them decreases asymptotically in time or
with the number of points, which tend to converge [218].

To present the idea more precisely, let’s consider two
consecutive points presented as x(t) and its initially close
neighbor as x(t) + δ(t), where δ(t) represents a tiny devia-
tion in time t, as presented in figure 13

As two initially close points disturbed by some event,
they start to diverge, and the distance between them grows
following exponential law:

‖δ(t)‖ ≈ ‖δ(0)‖ exp(λt) (13)

with λ that denotes the Lyapunov exponent (LE); δ(t) is the
distance between the reference point and its nearest neigh-
bor after t iterations; δ(0) is the initial distance between
the reference point and its nearest neighbor perturbed with
a small error at t = 0.

LE is a measure of the exponential rate of nearby tra-
jectories in the phase-space of a dynamical system. In
other words, it quantifies how fast converge or diverge
trajectories that start close to each other, quantifying the
strength of chaos in the system.

In such cases when our system n-dimensional, we
have as many LEs as the dimensions in it. To define
them, we consider the evolution of an infinitesimal sphere
of perturbed initial conditions. During its evolution, the
sphere will become distorted into an infinitesimal ellip-
soid. Defining the length of the ith principal axis as δi(t),
there are n-Lyapunov exponents given by:

‖δi(t)‖ ≈ ‖δi(0)‖ exp(λit), for i = 1, . . . , n. (14)

To identify whether the motion is periodic or chaotic,
especially, for large t it is recommended to contribute to

18

SHS Web of Conferences 107, 03001 (2021) https://doi.org/10.1051/shsconf/202110703001
M3E2 2021



(a) (b)

(c) (d)

Figure 10: The fluctuation function Fq(s) (a), multifractal scaling exponent τ(q) (b), h(q) versus q of the BTC return series
(c), and singularity spectrum f (α) (d) obtained from MF-DFA for BTC time series.

the largest Lyapunov exponent (LLE) among the others
of the n-dimensional dynamical system [219], as the di-
ameter of ellipsoid starts to be controlled by it. Exactly
the LLE is used to quantify the predictability of the sys-
tems, since exponential divergence means that in the sys-
tem where the initial difference was infinitesimally small,
start to rapidly lose its predictability behaving differently.
However, it should be noted that other exponents also con-
tain important information about the stability of the sys-
tem, including the directions of convergence and diver-
gence of the trajectories [220].

The existence of at least one positive LE is generally
seen as a strong indicator of chaos. Positive LE means that
initially similar, phase space trajectories that are sensitive
to initial conditions and diverge exponentially fast, char-
acterize chaotic behavior of the system. Negative LE re-
sponds to the cases when trajectories remain close to each
other, but it is not necessarily implied stability, and we
have to examine our system in more detail. Zero or very
close to zero exponents indicate that perturbations made
along the trajectory neither diverge nor converge.

With the great interest in LE, more and more methods
and proposals for their calculating have appeared. Unfor-
tunately, there has not been obtained accepted and univer-
sal method for estimating the whole spectrum of Lyapunov
exponents from a time series data. One of the most com-
mon and popular algorithms have been applied by Wolf
et al. [221], Sano and Sawada [222], and later improved
by Eckmann et al. [223], Rosenstein et al. [224], Parlitz
[225], and Balcerzak et al. [226]. Here, we followed the
methods proposed by Eckmann and Gao et al. [81, 227–
230] to compute the spectrum of Lyapunov exponents.
With Rosenstein’s algorithm, we compute only the LLE
from an experimental time series. As again suggested by
Eckmann et al. [231] one of the measures from recurrence
quantification analysis can be considered for estimation
of the LLE since it detects in a similar way highly non-
monotonic behavior.

With the high growth in computer science, computer
simulations of complex and chaotic systems become in-
creasingly appreciated. For at least two decades, with
development in numerical computations and quantitative
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Figure 11: Changes in the spectrum of multifractality in
time

analysis, no doubt left that chaos theory suggests the same
unstable fluctuation that may be as common as the extreme
events and critical transitions in financial markets. For in-
stance, Scheinkman and LeBaron [232] explored several
indications of nonlinear dynamic structure in stock market
returns. In their opinion, the weaknesses of such studies
are based on time series that are not long enough to reveal
the strange (fractal) attractors. On the other hand, the rea-
son may be chaos that comprises a class of signals inter-
mediate between regular periodic or quasiperiodic motions
and unpredictable, truly stochastic behavior [233]. Kulka-
rni [234] denotes that, probably, random financial fluctu-
ations often exhibit varying levels of fluctuations, chaos.
Kulkarni’s paper represents the efficiency of LE for the
complexity analysis of shortly limited data. The analysis
constitutes weakly chaotic behavior which alternates with
non-chaotic over the entire period of analysis.

Lyapunov exponents are a natural first choice in ex-
ploring and indicating such chaotic behaviors that occur
in it. They do not only classify the system but also tell
us the limits of predictability of the chaotic system [233].
During the last few decades, there was plenty of scientific
research that was related to chaos systems, chaos behavior
and, namely, to the LE. The earliest papers, in which au-
thors [235, 236] try to use LE to detect chaos dynamics
in financial time series, it is determined that linear, de-
terministic processes are characterized with negative LE
from nonlinear, chaotic processes with the largest expo-
nent (where it is positive). Besides, there is an article
[237] in which Gençay presents a methodology to com-
pute the empirical distributions of LE’s using a blockwise
bootstrap technique. This method provides a formal test
of the hypothesis that the LLE equals some hypothesizes
value, and can be used to test the system for the presence of
chaotic dynamics. Such methodology is particularly use-
ful in those cases where the largest exponent is positive but
very close to zero.

Sarkar and Chadha [238] in their paper investigated the
local fractal and chaotic properties of financial time series

by calculating two exponents, the Local Hurst Exponent
and LE. As was seen in their research, all calculations were
made with the algorithm of the sliding window where they
had considered two major financial indices of the US: the
DJIA and the S&P 500. Regarding the considered mea-
sures, they attempted to predict the major crashes that took
place in these markets.

Srinivasan et al. [239] have provided an explanation
and motivation for reconstructed phase spaces using the
methods of time delay and SVD embedding. They ex-
plained the meaning of LE and an algorithm for its esti-
mation for the corresponding chaotic, deterministic, and
periodic time series. From their presented results it is
seen that estimated positive and zero exponents converge
to the expected, documented values. Mastroeni and Vel-
lucci [240] obtained empirical results with the help of the
LLE and a determinism test that shows that commodity
and futures prices are representatives of a nonlinear de-
terministic, rather than stochastic systems. Similarly to
[238], Plakandaras et al. [241] measured the Hurst ex-
ponent and LE in the sliding window to focus on per-
sistence and chaotic behavior –– two prime characteris-
tics of uncertainty indices. For such purpose, they ana-
lyzed 72 popular indices constructed by forecasting mod-
els, text mining from news articles, and data mining from
monetary variables. More specifically, researchers found
that almost all uncertainty indices are persistent, while the
chaotic dynamics are detected only sporadically and for
certain indices during recessions of economic turbulence.
Authors of empirical analysis [242] in one of their chap-
ters explored whether the global markets are intrinsically
unstable where unpredictability, disorder, and discontinu-
ities are inherent and not aberrations. They investigated a
huge amount of literature and examine the possible non-
linear, particularly chaotic nature of the global stock mar-
kets. Their study explores the possible presence of chaos
in two phases: over the period for 1998-2005 and from
2006 to 2011. Over 30 indices had been investigated.
Empirical results showed that for the first phase, 29 in-
dices are deterministic. But 10 of them are found to be
non-chaotic. Estimated determinism factors for all the in-
dices are quite high, but Lyapunov exponent is presented
to be non-positive for at least 6 of them, where others are
chaotic.

As it is seen, chaos theory and its tools remain a huge
challenge for researchers of different fields of science and,
namely, in the financial industry, and, as it was suggested
in [241], the examination of persistent and chaos should be
a prerequisite step before using financial indices in eco-
nomic policy model. The world of Lyapunov exponents
remains a growing interest in their definition, numerical
methods, and application to various complex systems. In
summary, LLE allows us to establish [219]:

• transition region between stable and unstable;

• stability region;

• unstable region;

• chaotic region, including a possible transition between
unstable and chaotic.
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(a)

(b)

Figure 12: The comparison of the corresponding first (a) and second (b) Bitcoin time intervals with the width of the
multifractality spectrum measure

Figure 13: Divergence of two initially close trajectories in
a dynamical system [219]

5.1.1 Eckmann et al. method

Firstly, according to the approach [223], we need to re-
construct attractor dynamics from a single time series

{x(i) | i = 1, . . . ,N}with the embedding dimension dE , and
after this, we construct dE-dimensional orbit representing
the time evolution

~X (i) = [x(i), x(i + 1), . . . , x(i + (dE − 1))] ,
for i = 1, . . . ,N − dE + 1.

Then, we have to determine the most neighboring tra-
jectories with ~X(i):∥∥∥∥~X(i) − ~X( j)

∥∥∥∥ = max
0≤α≤dE−1

{|x(i + α) − x( j + α)|} . (15)

We sort the x(i) so that x(Π(1)) ≤ x(Π(2)) ≤ · · · ≤ x(Π(N))
and store the permutation Π, and its inverse Π−1. Then, we
try to find the neighbors of x(i) in dimension 1 by looking
at k = Π−1(i) and scan the x(Π(s)) for s = k + 1, k + 2, . . .
and k − 1, k − 2, . . . until x(Π(s)) − x(i) > r. For chosen
embedding dimension dE > 1, we select the value of s for
which further condition is true

|x(Π(s) + α) − x( j + α)| ≤ r, for α = 0, 1, . . . , dE − 1.
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After we embedded our system in dE dimensions, we
need to determine the dE × dE matrix Mi that will describe
time evolution of the vectors that surround trajectory ~X(i),
and how they map onto ~X(i + 1) state. The matrix Mi is
obtained by looking for neighbors

Mi(~X(i) − ~X( j)) ≈ ~X(i + 1) − ~X( j + 1). (16)

Nevertheless, the vectors ~X(i) − ~X( j) may not span
<dE . In this case, such indeterminacy may lead to spu-
rious exponents which confuse the analysis. To overcome
such obstacles, the projection of the trajectories is deter-
mined on a subspace of dimension dM ≤ dE . Thus, the
manifold on which the dynamics takes place corresponds
to the local dimension dM , where dE should be somewhere
larger than dM to avoid the presence of false neighbors
[130, 233]. Hence, the trajectory ~X(i) is associated with
a dM-dimensional vector

~X(i) = [x(i), x(i + τ), . . . , x(i + (dM − 1)τ)] =

= [x(i), x(i + τ), . . . , x(i + dE − 1)] ,
(17)

where τ = (dE − 1)/(dM − 1). When τ > 1, the condition
(16) is replaced by

Mi(~X(i) − ~X( j)) ≈ ~X(i + τ) − ~X( j + τ). (18)

The Mi is then defined by the linear least-square
method [243]. The last step of the algorithm is the clas-
sical QR matrix decomposition to find orthogonal matri-
ces Qi and upper-triangular matrices Ri with non-negative
diagonal elements such that

M1+iτQi = Qi+1Ri+1, for i = 0, 1, 2, . . . .

As it was proposed by Eckmann et al. [137, 223, 244],
in order to calculate dM Lyapunov exponents, the equation
for the kth Lyapunov exponent with K number of points on
the attractor, for which the Jacobian has been estimated,
the diagonal eigenvalues of the matrix Ri and the sampling
step ∆t is given by:

λk =
1
∆t

1
τ

1
K

K−1∑
i=0

ln (Ri)kk.

Thus, with linearizations by using the diagonal ele-
ments from the QR decomposition, we can calculate Lya-
punov exponents.

The calculation results for the LLE on the example of
BTC are presented in figure 14.

Let us pay attention to the behavior of λmax at moments
of the known failures noted in the list of crashes and criti-
cal events. Definitely, we can see that in the pre-crisis pe-
riod, the value of LLE decreases markedly, then increases
in the post-crisis period.

5.1.2 Rosenstein’s et al. method

Rosenstein’s algorithm [224] uses the delay embedding
method that reconstructs the most important features of a
multi-dimensional attractor into a single one-dimensional

time series of some finite size N. For the time series
{x(i) | i = 1, . . . ,N}, each delay embedded vector ~X(i) will
be presented similarly to the vector (17) with embedding
dimension dE and time delay τ. Then, in the reconstructed
trajectory, we initialize searching for in the state space for
the nearest neighbor ~X( j) of the trajectory ~X(i):

δi(0) = min
~X(i)

∥∥∥∥~X(i) − ~X( j)
∥∥∥∥ , for |i − j| > mean period,

where ‖ ‖ is the Euclidian norm, ~X( j) is the nearest neigh-
bor, and ~X(i) is the reference point.

From equation (13) we have already known that the
distance between states ~X(i) and ~X( j) will grow in time ac-
cordingly to a power law, where λ is a good approximation
of the LLE. For further estimations, we look at the loga-
rithm of the distance trajectory ln δi(k) ≈ λ(k · ∆t) + ln ci,
where δi(k) is the distance between ith pair of the nearest
neighbors defined in equation (18) after k time steps, ci

is the initial separation of them, and ∆t is the time inter-
val between measurements (sampling period of the time
series).

Further result of this algorithm is not a numerical
value, but a function of time

y(k,∆t) =
1
∆t

1
M

M∑
i=1

ln δi(k)

with the size of the reconstructed time series M = N −
(dE − 1)τ, and a set of approximately parallel lines δi(k)
whose slope roughly proportional to the LLE. Then, it is
proposed to be calculated as the angle of inclination of its
most linear section. Finding such a section turns out to be a
non-trivial task, and sometimes it is impossible to specify
such a section at all. Despite this problem, Rosenstein’s
method is easy for implementing and computing.

The LLE behavior for a window procedure with the
length of 250 days and the step size of 1 day is shown in
figure 15.

It can be seen that, as before, the LLE is also sensitive
to the crisis conditions of BTC.

5.1.3 Scale-dependent Lyapunov exponent (SDLE)

We briefly describe the idea and the formal foundations of
the method SDLE, introduce new measures of complexity,
and illustrate their effectiveness with the example of the
BTC index. Let us have a single observation conducted
at a discrete time interval ∆t in the form of a time series
{xi | i = 1, . . . ,N} where t = i · ∆t. After reconstructing the
phase space, let us consider the ensemble of trajectories.

Let us denote the initial distance between two close
trajectories δ(0), and their average distance at time t and t+
∆t as δ(t) and δ(t + ∆t) respectively. Note that the classical
algorithm for calculating the LLE (λmax) is based on the
assumption (13) and its estimation as (ln (δ(t) − δ(0)))/t.
Depending on δ(0), this property may not be true even for
truly chaotic systems. To calculate the SDLE, we check
whether the following inequality holds for a pair of vectors(
~X(i), ~X( j)

)
:

δ(k) ≤
∥∥∥∥~X(i) − ~X( j)

∥∥∥∥ ≤ δ(k) + ∆δ(k), for k = 1, 2, 3, . . . ,
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(a)

(b)

Figure 14: The dynamics of the LLE (λmax) with Eckmann et al. method within the time window of the length 250 days
and the time step of 1 day for the first (a) and second (b) periods. Exponents are calculated with dE = 3 and dM = 2

where δ(k) and ∆δ(k) are arbitrarily chosen small values of
distances, and

∥∥∥∥~X(i) − ~X( j)
∥∥∥∥ =

√√√ dE∑
w=1

(x(i + (w − 1)τ) − x( j + (w − 1)τ))2.

Geometrically, the last inequality defines a shell in
high-dimensional space. Next, we investigate the dynam-
ics of the same pairs of vectors

(
~X(i), ~X( j)

)
in the middle

of the shell and perform averaging over the ensemble by
indices i, j. Since the exponential or power functions are
of the greatest interest, we assume that logging and av-
eraging can be reversed. Finally, the following equation

looks like:

λ(δ(t)) =
〈

ln
∥∥∥∥~X(i + t + ∆t) − ~X( j + t + ∆t)

∥∥∥∥−
− ln

∥∥∥∥~X(i + t) − ~X( j + t)
∥∥∥∥〉/∆t,

with the sampling intervals t and ∆t; the angle brackets
correspond to the averaging over the indices i, j inside the
shell and

δ(t) =
∥∥∥∥~X(i + t) − ~X( j + t)

∥∥∥∥ =

=

√√√ dE∑
w=1

(x(i + (w − 1)τ + t) − x( j + (w − 1)τ + t))2.
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(a)

(b)

Figure 15: The dynamics of the LLE calculated with Rosenstein et. al. method within the time window length of 250
days and the time step of 1 day for first (a) and second (b) periods. Exponents are calculated with dE = 3 and τ = 2

Finally, note that

I = ln δ(t) = ln δ(0) +

∫ t

0
λ(δ(t))dt.

Time series, characterizing economic systems of
varying degrees of complexity, differ in magnitudes
∆λ = λmax − λmin, ∆δ = δmax − δmin, and I. As an example,
the integral measure I is calculated for a sliding window
of 400 days and step size of 1 day for the daily values of
the BTC index (see figure 16).

Like the previous LLE indicators, SLDE is also a lead-
ing indicator. However, its disadvantage is the impossibil-
ity of accurate calculations for small window sizes which
limits the possibilities of its usage.

5.2 Lévy alpha-stable distribution

Financial crises that regularly shake the world economy
are characterized by noticeable fluctuations in stock in-
dices, thereby causing noticeable changes in the statistical
distributions of empirical data [111, 245].

In 1900, Bachelier proposed the first model for the
stochastic process of returns – an uncorrelated random
walk with independent, identically Gaussian distributed
(i.i.d) random variables [246]. This model is natural if
one considers the return over a time scale ∆t to be the re-
sult of many independent “shocks”, which then lead by the
central limit theorem to a Gaussian distribution of returns
[246]. Some stylized facts of daily returns [247–249] re-
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(a)

(b)

Figure 16: The dynamics of the SDLE exponents within the time window of length 400 days and the time step of 1 day
for first (a) and second (b) periods

veal that distributions are leptokurtic and, therefore, Gaus-
sian distribution does not fit well to the data. Sornette and
Lux [250] pronounce that the distribution of such data may
be not only leptokurtic, but it can also be characterized by
fat tails [251–254]. Thus, it should belong to the class of
fat-tailed distributions. Formally, it is said that they follow
a power law. The emergence of power-law behavior in
price fluctuations is argued to be a consequence of under-
lying complex mechanisms, such as feedback effects and
correlations in financial markets [255–258]. Some theo-
ries associate this phenomenon with market impact and
the distribution of large investors [247, 259], while other
studies model the power-law behavior as a consequence of
limited information and the true value of companies [260].
Such property is a symptom of self-organization and com-
plexity which are prominent for economic systems. In
Chakraborty et al. [261] paper it was established that cur-
rencies of several frontiers that are outside of inverse cubic
law (with an exponent of α ' 3) belong to the Levy-stable

regime and are expected to be yet emerging and having
sudden large changes such as crashes and critical events,
while those of most developed exhibited inverse cubic law.

Recently, it has been reported that Bitcoin is becoming
more mature, following inverse cubic law [262–264]. Be-
sides, Stjepan Begušić et al. [265], motivated by the rise of
novel assets based on blockchain technology, presented a
detailed analysis of trade-level data of the BTC/USD pairs
from five large Bitcoin exchanges: Mt. Gox, BTC-e, Bit-
stamp, Bitfinex, and Kraken. They applied two estima-
tion methods and a resampling-based technique to statis-
tically validate if the main cryptocurrency follows power-
law behavior or not. Their study presented that the expo-
nent α lie within the range 2 < α < 2.5 that gives the
evidence that the cryptocurrencies market is much more
volatile than the stock market, and that Bitcoin returns ex-
hibit much heavier tails. Moreover, they find that such
a phenomenon is universal as such behavior holds across
multiple exchanges and tiny intervals. Their results imply
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that Bitcoin lies outside of the Levy-stable region which
provides the existence of a finite second moment, and a
basis for the usage of standard financial theories for port-
folio optimization and risk management.

In figure 17 the daily returns of Bitcoin and contrast
it with a sequence of i.i.d. Gaussian random variables are
presented.

(a)

(b)

Figure 17: Probability density function of BTC daily nor-
malized returns for the whole period (a). Cumulative dis-
tribution of the normalized BTC daily returns (b). Fits
yield values α = 1.94 ± 0.02

It is obvious that the distribution of returns has heavy
tails and in general case can be described as

P(g > x) ∼ x−(1+α), α ∈ (0, 2]. (19)

Figure 17 b it can be seen that Bitcoin exhibits the in-
verse cubic law.

In the analysis of cotton prices, Mandelbrot observed
that in addition to being non-Gaussian, the process of re-
turns shows another interesting property: “time scaling” –
that is, the distributions of returns for various choices of
∆t, ranging from 1 day up to 1 month have similar func-
tional forms [266]. Motivated by (i) pronounced tails, and
(ii) a stable functional form for different time scales, Man-
delbrot proposed that the distribution of returns is consis-
tent with a Levy stable distribution [266–268] – that is, the
returns can be modeled as a Levy stable process. Levy sta-
ble distributions arise from the generalization of the Cen-

tral Limit Theorem (CLT) to random variables that do not
have a finite second moment.

The CLT [269], which offers the fundamental justifi-
cation for approximate normality, points to the importance
of alpha-stable distribution: they are the only limiting laws
of normalized sums of independent, identically distributed
random variables. Gaussian distributions, the best-known
member of the stable family, have long been well under-
stood and widely used in all sorts of problems. However,
they do not allow for large fluctuations and are thus inad-
equate for modeling high variability. Non-Gaussian stable
models, on the other hand, do not share such limitations.
In general, the upper and lower tails of their distributions
decrease like a power function. In literature, this is of-
ten characterized as heavy or long tails. In the last two or
three decades, data that seem to fit the stable model has
been collected in fields as diverse as economics, telecom-
munications, hydrology, and physics [248].

Consequently, a probability model with a power tail
can be suitable for identifying processes with extreme
events. It was discovered that alpha-stable distributions fit
better than the Gaussian distribution to financial and spot
markets. It is still debatable whether Lévy stable distri-
bution is applicable since there is not enough theoretical
material, and there is not a universal analyzing method for
estimating parameters of Lévy stable distribution.

5.2.1 Lévy’s stable distribution properties

Lévy stable distribution being the generalization of the
CLT, became an addition to a wide class of distributions.
The term stable is such characteristic of distribution where
the shape (up to scale and shift) retains under addition:
if X, X1, X2, . . . , Xn are independent, identically distributed
random variables, then for every n

X1 + X2 + · · · + Xn
d
= cnX + dn (20)

for some constants cn > 0 and dn ∈ R, where X1, . . . , Xn

are independent, identical copies of X.
The class of all laws that satisfy condition (20) is pre-

sented by 4 parameters: α ∈ (0, 2] is the index of stabil-
ity or characteristic exponent where a smaller value of α
corresponds to more severe tails of the distribution. The
parameter β ∈ [−1, 1] is called the skewness parameter of
the law. If β = 0, the distribution is symmetric. In the
case when β > 0, it is skewed toward the right, otherwise
to the left. The last two parameters stand for the scale
γ ∈ [0,∞) and δ ∈ (−∞,∞) the location parameters of the
distribution. Since random variables X is characterized by
four parameters, we will denote α-stable distribution by
S (α, β, γ, δ) and write

X ∼ S (α, β, γ, δ). (21)

Lévy stable distributions cannot be defined in closed
form expression except few cases: the case of (α, β) =

(2, 0) corresponds to the Gaussian distribution, (α, β) =

(1, 0) to the Cauchy distribution. Instead, it is expressed
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in terms of their Fourier transforms or characteristic func-
tions (CF). If the density f (x) exists, CF of that density
can be expressed as

λ(k) = E exp(ikX) =

∫ ∞

−∞

exp(ikx) f (x)dx,

where k denotes the Fourier transformed variable. Thus,
the inverse Fourier transform

f (k) =
1

2π

∫ ∞

−∞

exp(−ikx)λ(k)dk

allows us to reconstruct probability density function with
a known characteristic function.

As we do not have any analytical expression for the
probability density of a random variable Xi, for Lévy sta-
ble distribution, if the variable xi follows S (α, β, γ, δ), the
CF can be expressed as [270]:

λ(k) =

exp iδk − γα|k|α
[
1 − iβsgn(k) tan( πα2 )

]
, (α , 1),

exp iδk − γ|k|
[
1 + iβsgn(k) 2

π
ln |k|

]
, (α = 1).

(22)

5.2.2 Methods for estimation of stable law parameters

There are numerous approaches that can estimate sta-
ble distribution parameters. Since the probability den-
sity functions are not always expressed in a closed form,
there are some challenges to overcome the analytic dif-
ficulties. Thus, there have been constructed a variety of
methods: the approximate maximum likelihood (ML) es-
timation [271, 272], quantiles method [273, 274], frac-
tional lower order moment method [275, 276], method of
log-cumulant [277], the logarithmic moment method [278]
and more. Unfortunately, some of those methods cannot
be applied due to computational problems associated with
a limited range of estimation, restricted range of parame-
ters, high computational costs, or requiring a large number
of data. However, several of them should be mentioned.

5.2.3 Maximum likelihood method

DuMouchel was the first to obtain approximate ML esti-
mates of α and γ (assuming δ = 0) [279]. A multino-
mial approximation to the likelihood function is used in
his approach. Under some additional assumptions on α̂
and the likelihood function, DuMouchel has shown the ob-
tained estimates to be consistent and asymptotically nor-
mal. However, the computational effort involved seems
considerable.

A direct method can be formulated, after Brorsen and
Yang [271], as follows. The standard symmetric proba-
bility density functions defined by Zolotariev [280] is pre-
sented as:

fα(x) =
α

π|1 − α|
x1/(α−1)×

×

∫ π/2

0
Uα(η, 0) exp−xα/(α−1)U(η, 0)dη, (23)

for α , 1, x > 0, where Uα is defined by:

Uα(η, η0) =

(
sinα(η − η0)

cos η

)α/(1−α) (cos η − α(η − η0)
cos η

)
(24)

and η0 is explained here [281]. Therefore, the parameters
α, γ, and δ can be estimated from the observations {xi | i =

1, 2, . . . ,N} by maximizing the log likelihood function:

N∑
i=1

log fα(zi) = n logα − n log(α − 1) +

+

N∑
i=1

log zi

α − 1
+

+

N∑
i=1

log
∫ π/2

0
Uα(η, 0) exp−zα/(α−1)

i Uα(η, 0)dη, (25)

where zi = |xi − δ|/γ.
To avoid the discontinuity and non-differentiability of

the symmetric α-stable density function at α = 1, alpha
is restricted to be greater than one. Caution must be used
when evaluating the integrals in equations (23) and (25),
since the integrals are singular at η = 0.

An obvious disadvantage of this method is that it is a
highly nonlinear optimization problem and no initializa-
tion and convergence analysis is available.

5.2.4 Quantiles methods

This method is focused on empirical quantiles, which has
been introduced by Fama and Roll, with the assumptions
that α > 1, β = 0, and δ = 0 [273]. However, it was much
more appreciated through McCulloch [274] after its exten-
sion to include asymmetric distribution for α ∈ [0.6, 2].

In order to quantify the four parameters of the stable
distribution, we consider N independent variables xi that
follow alpha-stable distribution (21) [274, 282]. Then, we
need to define five empirical quantiles of probability levels
5%, 25%, 50%, 75%, and 95%. Then we have to obtain
two intermediate quantities:v̂α =

Q̂0.95−Q̂0.05

Q̂0.75−Q̂0.25
, v̂β =

Q̂0.95+Q̂0.05−2Q̂0.05

Q̂0.95−Q̂0.05
,

α̂ = Ψ1(v̂α, v̂β), β̂ = Ψ2(v̂α, v̂β),

where Q̂p(p = 0.05, 0.25, 0.5, 0.75, 0.95) is the corre-
sponding sample data with which quantile is calculated,
and Ψ1 with Ψ are the interpolating functions the values
of which can be found in Table I-IV by McCulloch [274].
Further, the scale parameter is given by:

γ̂ =
Q̂0.75 − Q̂0.25

Ψ3(α̂, β̂)
,

where Psi3(α̂, β̂) is given in Table V [274]. For simplicity
of the location parameter, we can define the variable which
is predefined in the following form:

ξ =

δ + βγ tan πα
2 , if α , 1,

δ, if α = 1.
(26)
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In consistence with the corresponding parameter ξ
which can be estimated by ξ̂ = Q̂0.5 + γ̂Ψ5( ˆα, β) (Ψ5 can
be obtained through linear interpolation according to Table
VII [274]), the location parameter δ is given by:

δ̂ = ξ̂ + β̂γ̂tan
πα̂

2
.

5.2.5 Empirical characteristic function method

Analyzing data, we often assume that they are ergodic
[283]. In general, if random variables are ergodic with
the integrable function f (x), and the measure ρ(x)dx in
the space M, then the following equation holds [284]:

lim
N→∞

1
N

N∑
i=1

exp(ikxi) =

∫ ∞

−∞

exp(ikx)ρ(x)dx. (27)

Then, to consider characteristic functions, equation
(27) comes out to be the following ergodic equality [284]:

lim
N→∞

1
N

N∑
i=1

exp(ikxi) =

∫ ∞

−∞

exp(ikx) f (x)dx (28)

for which we have

λ̂(k) = lim
N→∞

1
N

N∑
i=1

exp(ikxi). (29)

This assumption allows us to empirically obtain the
probability distribution. Hence, the empirical character-
istic function λN(k) can be calculated as

λ̂N(k) =
1
N

N∑
i=1

exp(ikxi). (30)

Then, according to Koutrouvelis’ [270, 285] regres-
sion type from (22) it can be derived that

log(− log(|λ(k)|2)) = log(2γα) + α log(k). (31)

The imaginary and real parts of λ(k) are given byλI(k) = exp(−|γk|α) · i sin[δk − |γk|αβsgn(k)ω(k, α)],
λR(k) = exp(−|γk|α) · cos[δk − |γk|αβsgn(k)ω(k, α)],

(32)
where

ω(k, α) =

tan πα
2 , α , 1,

2
π

ln |k|, α = 1.

Suppose Υ := arctan(λI(k)/λR(k)). Then, in the condi-
tion α , 1, the last two equations lead, apart from consid-
erations of principal values, to

Υ(k) = δk − βγα tan(
πα

2
)sgn(k)|k|α. (33)

Equation (31) depends only on α and γ, and it suggests
that we estimate these parameters by regressing

y = log(− log |λN(k)|2)

on ω = log(k) in the model

yl = m + αθl + εl, for l = 1, . . . , L, (34)

where yl = log(− log(λ̂(kl))2), m = log(2γα), θl = log(kl),
and εl responds for an error term. The proposed real data
set for L (see Koutrouvelis [270], Table I) is given by kl =

πl/25 (l = 1, . . . , L).
With estimated and fixed parameters α and γ, the sym-

metric parameter β and location parameter δ can be ob-
tained by linear regression estimation

zq = δkq − βγ
α tan(

πα

2
)sgn(kq)|kq|

α + vq,

for q = 1, . . . ,Q, (35)

where zq = ΥN(kq) + πlN(kq), vl denotes an error term, and
the proposed real data set for Q (see Koutrouvelis [270],
Table II) is kq = πq/50 (q = 1, . . . ,Q).

5.2.6 Related studies and corresponding results

Recently, the use of dynamic indicators, precursors of
crashes in stock markets using the parameters of a α-stable
distribution was proposed by us in the papers [76, 77, 286]
and later repeated in a recent paper [30]. From the data
above, we estimate the parameters α and β of the stable
distribution that the best describes the empirical returns.
Figure 18 shows the dynamics of the parameter α as a
more informative indicator.

From the figure 18 we can see that our parameters start
to decrease in crisis states. Such abnormal behavior can
serve as an indicator or precursor of crashes and critical
states.

6 Recurrence analysis

In 1890 the mathematical foundations of recurrence were
introduced by Henri Poincaré, resulting in the Poincaré
recurrence theorem [287]. This theorem states that certain
systems will return to their arbitrarily close, or exactly the
same initial states after a sufficiently long but finite time.
Such property in the case of deterministic behavior of the
system allows us to make conclusions regarding its future
development.

6.1 Recurrence plot

Recurrence plot (RP) have been introduced to study dy-
namics and recurrence states of complex systems. When
we create RP, at first, from recorded time series we recon-
struct phase-space trajectory. Then, according to Eckmann
et al. [231], we consider a trajectory ~X(i) on the recon-
structed trajectory. The recurrence plot is an array of dots
in a N × N matrix, where dot is placed at (i, j) whenever
~X( j) is sufficiently close to ~X(i), and both axes are time
axes which mathematically can be expressed as

Ri j = H(ε −
∥∥∥∥~X(i) − ~X( j)

∥∥∥∥), for i, j = 1, . . . ,N, (36)
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(a)

(b)

Figure 18: The Bitcoin time series and estimated for them parameter α. Vertical arrows indicate crashes and critical events

where ‖ ‖ is a norm (representing the spatial distance be-
tween the states at times i and j); ε is a predefined recur-
rence threshold, and H is the Heaviside function. As a
result, the matrix captures a total of N2 binary similarity
values. A synthetic example is presented in figure 19.

Typically an Lp-norm is applied to determine the pair-
wise similarity between two vectors. Accordingly to Web-
ber and Zbilut [139], there are such candidates that can
serve as a distance measure:

• the L1-norm (Manhattan distance);

• the L2-norm (Manhattan distance);

• the L∞-norm (Manhattan distance);

In accordance with our results, Maximum distance
seems to be a suitable choice. It is often used as it is inde-
pendent of the phase space dimension, easy to calculate,
and allows some analytical expression [288–290].

Also, as it can be seen from equation (36), the simi-
larity between vectors is determined by a threshold ε. The

choice of ε > 0 ensures that all vectors that lie within this
radius are similar to each other, and that dissimilarity up
to a certain error is permitted [287].

The fixed radius for recurrent states is the com-
monly used condition, which leads to equally sized ε-
neighborhoods. The shape in which neighborhoods lie
is determined by the distance metric. Applying the fixed
threshold with the distance metric, we define recurrence
matrices that are symmetric along the middle diagonal.
The self-similarity of the multi-dimensional vectors re-
flects in the middle diagonal which is commonly referred
to as line of identity (LOI). In contrast, it is not guaran-
teed that a recurrence matrix is symmetric, if the condition
of fixed number of nearest neighbors is applied. For spe-
cific purposes (e.g., quantification of recurrences), it can
be useful to exclude the LOI from the RP, as the trivial
recurrence of a state with itself might not be of interest
[291].
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(a)

(b)

Figure 19: Phase portrait (a) and corresponding RP (b) for
BTC

6.1.1 Recurrence plots and their structures

The visualization of trajectories and hidden patterns of the
systems is the “destiny” of RP [291, 292].

The dots within RP, representing the time evolution
of the trajectories, exhibit characteristic large-scale and
small-scale patterns. Large-scale patterns of RP can be
classified as homogeneous, periodic, drift, and disrupted
[289, 293, 294]:

• Homogeneous typify behavior of autonomous and sta-
tionary systems, which consist of a large number of re-
currence points that are homogeneously distributed (re-
laxation times are short).

• Periodic represents long, uninterrupted, and diagonally
oriented structures that represent which indicate peri-
odic behavior. These lines are usually distributed reg-
ularly.

• Paling or darkening from the LOI to the outer corners in
RP is characteristic of drift.

• Disrupted distribution of recurrence points may serve as
an indicator of drastic changes as well as extreme events
in the system dynamics. In these cases, RP can be used
to find and assess extreme and rare events by scoring the
frequency of their repeats.

6.1.2 Recurrence quantification analysis

For a qualitative description of the system, the graphic rep-
resentation of the system suits perfectly. However, the
main disadvantage of graphical representation is that it
forces users to subjectively intuit and interpret patterns
and structures presented within the recurrence plot. Also,
with plots’ increasing size, they can be hardly depicted on
graphical display as a whole. As a result, we need to work
with separated parts of the original plot. Analysis in such a
way may create new defects that which should distort ob-
jectivity of the observed patterns and lead to incorrect in-
terpretations. To overcome such limitation and spread an
objective assessment among observers, in the early 1990s
by Webber and Zbilut were introduced definitions and pro-
cedures to quantify RP’s complexity, and later, it has been
extended by Marwan et al. [294–296].

The small-scale clusters can represent a combination
of isolated dots (chance recurrences). Similar evolution at
different periods in time or in reverse temporal order will
present diagonal lines (deterministic structures) as well as
vertical/horizontal lines to inscribe laminar states (inter-
mittency) or systems that paused at singularities. For the
quantitative description of the system, such small-scale
clusters serve the base of the recurrence quantification
analysis (RQA).

Usually, first acquaintance with classical RQA starts
with recurrence point density, or, as it is known, recurrence
rate (RR):

RR =
1

N2

N∑
i, j=1

Ri, j.

It enumerates the probability that any state of the sys-
tem will recur. It is the simplest measure that is computed
by taking the number of nearest points forming short,
spanning row and columns of the recurrent plot. It sum-
marizes them and divides by the number of possible points
in the recurrence matrix of size N2.

The remaining measure relies on the frequency distri-
bution of line structures in the RP. First, we consider the
histogram of the length of the diagonal structures in the
RP

P(l) =

N∑
i, j=1

(1 − Ri−1, j−1) · (1 − Ri+l, j+l) ·
l−1∏
k=0

Ri+k, j+k

 .
The fraction recurrence points on the recurrence plots

that form line segments of minimal length µ parallel to the
matrix diagonal is the measure of determinism (DET):

DET (µ) =

∑N
l=µ l · P(l)∑N

i, j=1 Ri, j
=

∑N
l=µ l · P(l)∑N
l=1 l · P(l)

.
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Systems that exhibit deterministic dynamics are
mainly characterized by diagonal lines. Long diagonal
lines indicate periodic signals, but short diagonal lines
stand for chaotic behavior. Regarding the quantitative
analysis, typically, only the lines with minimal length
µ = 2 are considered. If µ = 1, then DET and RR are
identical. For some systems, DET becomes more reliable
if µ > 2. Here, µ serves as a filter, excluding the shorter
lines. However, it should be noted that too large µ may
spoil the histogram P(l) and thus the reliability of DET.

The results of calculations of window dynamics of the
considered recurrence measures are presented in Figure
20. RR and DET are calculated for local time series of
50 days and a step of 1 day. In this case, the beginning of
a crash or critical event is at point 100.

It is evident that the two recurrent measures during ab-
normal periods decrease long before the actual anomaly.
The complex system becomes less recurrent and less de-
terministic which is logical in the periods approaching crit-
ical phenomena. And, consequently, RR and DET can be
used as precursors of critical and crash phenomena.

6.1.3 Chaos recurrent measures

The corresponding measure of entropy is related to the re-
currence properties that may be peculiar for the nonlinear
complex system and important class of recurrence quanti-
fiers are those that try to capture the level of complexity of
a signal [78, 84, 297]. In accordance with this study, the
entropy diagonal line histogram (DLEn) is of the greatest
interest which uses the Shannon entropy of the distribution
of diagonal lines P(l) to determine the complexity of the
diagonal structures within the recurrence plot. One of the
most know quantitative indicators of the recurrence analy-
sis can be defined as:

DLEn = −

l=lmax∑
l=lmin

p(l) ln p(l)

and
p(l) =

P(l)∑N
l=lmin

P(l)
,

where p(l) captures the probability that a diagonal line has
exactly length l, and DLEn reflects the complexity of de-
terministic structure in the system. Further calculations
were provided and presented in figure 21 for both Bitcoin
time series.

However, as follows from the analysis of the entropy
indicators, the results may differ for different data prepara-
tion. Further, we take into account two types of Shannon
entropy-based approaches: recurrence period density en-
tropy (RPDEn) and recurrence entropy (RecEn).

The RPDEn is the quantitative measure of the recur-
rence analysis that is useful for characterizing the period-
icity or absolutely random processes in the time series.
It is useful for quantifying the degree of repetitiveness
[298, 299]. Considering embedded data point ~X(i) from
the phase space and suitable threshold ε in dE-dimensional
space. Then the trajectory is followed forward in time un-
til it has left the corresponding threshold ε. Subsequently,

the time j at which the trajectory first returns to this ball
and the period T of previous and current states is recorded.
The procedure is repeated for all states of the RPs, form-
ing a histogram of recurrence times R(T ). The histogram
is then normalized to give the recurrence time probability
density:

P(Ti) =
R(Ti)∑Tmax

i=1 R(Ti)
,

where Tmax = max {Ti}. The normalized entropy of the
obtained density can be defined as:

RPDEn =
−

∑Tmax
i=1 P(Ti) ln P(Ti)

ln Tmax
. (37)

In fact, based on the length of the sequences of neigh-
boring points in the phase space: the more points are
neighborhoods, the lower the value of the entropy accord-
ing to equation (37). The comparing of RPDEn and Bit-
coin’s critical states can be seen in figure 22.

However, recent articles [297, 300] present a slightly
different technique for calculating recurrent entropy using
a novel way to extract information from the recurrence
matrix. To properly define it, we need to define the mi-
crostates F(ε) for the RP that are associated with features
of the dynamics of the time series. Selecting the appropri-
ate metric and using the Heaviside function, we evaluate
the matrices of dimensions N × N that are sampled from
the RP. The total number of microstates for a given N is
Nms = 2N2

. The microstates are populated by N random
samples obtained from the recurrence matrix such that:

N =
∑Nms

i=1
ni

with ni representing the number of times that a microstate
i is observed. The probability of occurrence of the related
microstate i can be obtained as:

pi = ni ·
(
N
)−1

.

The RecEn of the RP associated with the probability
distribution of the corresponding microstates is given by
the following equation:

RecEn =

Nms∑
i=1

pi ln pi. (38)

In figure 23 we can see the performance of RecEn ac-
cordingly to the described above method.

A vertical line of length l starting from a dot (i, j)
means that the trajectory starting from ~X( j) remains close
to ~X(i) during l − 1 time steps. A diagonal black line of
length l starting from a dot i, j means that trajectories start-
ing from ~X(i) and ~X( j) remain close during l−1 time steps,
thus these lines are related to the divergence of the trajec-
tory segments. The average diagonal line length

Lmean =

∑N
l=lmin

l · P(l)∑N
l=lmin

P(l)

is the average time that two segments of the trajectory are
close to each other and can be interpreted as the mean pre-
diction time. Here, P(l) is a histogram of diagonal lines of
length l.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 20: Dynamics of RR and DET for crashes (a, b, e, f) and critical events (c, d, g, h)

Another measure (Lmax) considers the length of the
longest diagonal line found in the RP. In other words, it
means the maximum time that two segments of the trajec-

tory are close to each other, and the following equation can
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(a)

(b)

Figure 21: DLEn dynamics along with first (a) and second (b) periods of the entire time series of Bitcoin

be defined as

Lmax = max ({li | i = 1, . . . ,Nl}) ,

where Nl =
∑

l>lmin
P(l) is the total number of diagonal

lines.
Respectively, the inverse of Lmax characterizes the ex-

ponential divergence of the phase space trajectory [301,
302]. Faster the trajectory segments diverge, shorter are
the diagonal lines and higher is the measure of divergence
(DIV). It is given by the following equation:

DIV = 1/Lmax.

Therefore, the measure of DIV , according to Eckmann
[231], can be used to estimate the largest positive Lya-
punov exponent. The comparative dynamics of the mea-
sure of divergence and BTC time series are presented in
figure 24.

A comparative analysis of the measures under con-
sideration revealed an obvious advantage of the recursive

measure. In addition to the smoothness of the measure it-
self, it can be calculated for windows of small sizes, which
leads to inaccurate or incorrect results for other methods.

7 Irreversibility

Complex systems are open systems that exchange energy,
matter, and information with the environment. Investigat-
ing complex systems in the natural sciences, Prigogine
made a fundamental generalization, indicating the need
for consideration of the phenomena of irreversibility and
non-equilibrium as principles of selection of space-time
structures that are implemented in practice [303]. Later
it became clear that this generalization extends to com-
plex systems of another nature: social, economic, biomed-
ical, etc. [304]. Prigogine believed that the most important
changes in the modern scientific revolution are related to
the removal of previous restrictions in the scientific under-
standing of time. The nonlinear world is characterized by
features of temporality, i.e., irreversibility and transience
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(a)

(b)

Figure 22: RPDEn dynamics along with first (a) and second (b) periods of the entire time series of Bitcoin

of processes and phenomena. Self-organization is consid-
ered as a spontaneous process of formation of integrating
complex systems. It is due to the ambiguity of choice at
bifurcation points that time in theories of self-organization
becomes truly irreversible. In contrast to linear dynamic
theories – classical, relativistic, quantum (where time is
reversed), in the thermodynamics of dissipative structures
created by Prigogine, time ceases to be a simple parameter
and becomes a concept that expresses the pace and direc-
tion of events.

Thus, the irreversibility of time is a fundamental prop-
erty of non-equilibrium dissipative systems, and its loss
may indicate the development of destructive processes
[107, 304].

A stationary process X is called statistically inverse
in time, if for any N, the series {x(i) | i = 1, . . . ,N} and
{x(i) | i = N, . . . , 1} will have the same compatible proba-
bility distributions [305]. The irreversibility of time series
indicates the presence of nonlinearities in the dynamics
of a system far from equilibrium, including non-Gaussian

random processes and dissipative chaos. Since the defini-
tion of the irreversibility of the time series is formal, there
is no a priori optimal algorithm for its quantification. Sev-
eral methods for measuring the irreversibility of time have
been proposed [107, 304, 306–312].

In the first group of methods, the symbolization of time
series is performed, and then the analysis is performed by
statistical comparison of the appearance of a string of sym-
bols in the forward and reverse directions [307].

Sometimes additional compression algorithms are
used [306]. An important step for this group is the sym-
bolization – the conversion of the time series into a char-
acter series requires additional special information (e.g.,
division of the range or size of the alphabet) and, there-
fore, contains the problem of the algorithm’s dependence
on these additional parameters. The second problem arises
when considering the large-scale invariance of complex
signals. Since the procedures of typical symbolizations are
local, taking into account different scales can cause some
difficulties [107].
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(b)

Figure 23: RecEn dynamics along with first (a) and second (b) periods of the entire time series of Bitcoin

Another group of methods in formalizing the index of
irreversibility does not use the symbolization procedure
but is based on the use of real values of the time series
or returns.

One of such approaches is based on the asymmetry of
the distribution of points in the Poincare map, built on the
basis of the values of the analyzed time series [309, 312].

Recently, a fundamentally new approach to measuring
the irreversibility of time series has been proposed, which
uses the methods of complex network theory [308, 311]
and which combines two tools: the algorithm for visibil-
ity of time series recovery into a complex network and
the Kullbak-Leibler divergence algorithm [311]. The first
forms a directional network according to the geometric cri-
terion. The degree of irreversibility of the series is then
estimated by the Kullbak-Leibler divergence (i.e., the res-
olution) between the distribution of the input and output
stages of the associated count. This method is computa-
tionally efficient, does not require any special symboliza-

tion of the process, and, according to the authors, naturally
takes into account multiscale.

In this study, we consider the irreversibility of time as
a measure of the complexity of the system.

Let us consider non-reversible measures of complexity
based on the construction and analysis of ordinal permuta-
tion patterns.

7.1 Time series irreversibility measure based on
permutation patterns

The concept of permutation patterns (PP) was introduced
by Bandt and Pompe [127]. PP is based on the idea of
finding the order patterns that result in sorted (ascending)
sub-sequences, and of then studying the probability dis-
tribution of these patterns. Authors of the work [313]
introduce a new method, based on permutation entropy
[127, 314, 315], to evaluate irreversibility of time series at
various temporal scales. The proposed one presents vari-
ous advantages: (1) it has no free parameters other than the

35

SHS Web of Conferences 107, 03001 (2021) https://doi.org/10.1051/shsconf/202110703001
M3E2 2021



(a)

(b)

Figure 24: The measure of divergence along with first (a) and second (b) periods for BTC time series

embedding dimension of the permutation entropy; (2) sim-
ilar to visibility graph methods [311, 316], it is temporally
local, and therefore allows assessing fluctuations; (3) as-
sessing significance is straightforward, and does not rely
on scaling arguments as in visibility graph methods; and
(4) it has a convergence speed advantage over visibility
graph methods graph methods. They also demonstrated
how the proposed approach can help elucidate the com-
plex irreversibility dynamics of financial time series, rep-
resenting 30 major European stocks and 12 world indices
[313] and gait analysis on late stages of neurodegenera-
tive dementias [317]. This technique was also used to
analyze the irreversibility of time series in ecology (the
time series of lynx abundance), epidemiology (dengue
prevalence), economy (the S&P price-index series), neu-
roscience (electroencephalographic data from an epileptic
patient) [318, 319], and heart rate [320].

The idea of irreversibility analysis implies that regard-
ing each permutation pattern that can be obtained follow-
ing procedure from section 3.2.4, there will be reversed
one under the operation of time reversal. Example, if for
an embedded vector ~X, a pattern πi is found, reversing

time series will necessary imply πr
i . As an example, let

us consider a fragment of BTC time series for the period
21.01.2021-31.01.2021:

Xd = [30825.70, 33005.76, 32067.64, 32289.38, 32366.39]

and

Xr = [32366.39, 32289.38, 32067.64, 33005.76, 30825.70] .

According to mentioned steps, we will construct em-
bedded matrix of overlapping column vectors with dE = 3
and τ = 1. Our sampled data is partitioned as follows:

Xd
t (dE , τ) =

30825.70 33005.76 32067.64
33005.76 32067.64 32289.38
32067.64 32289.38 32366.39

 (39)

and for Xr
t (dE , τ):32366.39 32289.38 32067.64

32289.38 32067.64 33005.76
32067.64 33005.76 30825.70

 . (40)

After it, our time-delayed vectors are mapped to per-
mutations or ordinal patterns of the same size. Our exam-
ple consists 3! = 6 different ordinal patterns in total. They
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can be paired together, such that each pattern composing a
pair is the time reversal of the other. For instance:

{0, 1, 2} ↔ {2, 1, 0}
{1, 0, 2} ↔ {2, 0, 1}
{1, 2, 0} ↔ {0, 2, 1}

with↔ representing a time reversal transformation.
As an example, the corresponding permu-

tation of the first column from (39) would be
φ(30825.70, 33005.76, 32067.64]) = 021 since we
arrange values in ascending order and replace them by
their ordinal ranking from original placement. Therefore,
after mapping from the time-series data into a series of
permutations (φ : RdE → S dE ), we obtain the ordinal
matrices first of all for initial time series:0 1 0

2 2 1
1 0 2

 . (41)

and its reversed version:2 1 1
1 0 2
0 2 0

 . (42)

Finally, the probability of each pattern in initial and
reversed time series is calculated as

p(π) =
#{t ≤ N − (dE − 1)τ, φ(XdE ,τ

t ) = π}

N − (dE − 1)τ
, (43)

forming the probability distributions
Pd =

[
p0,1,2, p2,1,0, p1,0,2, p2,0,1, p1,2,0, p0,2,1

]
and

Pr =
[
p2,1,0, p0,1,2, p2,0,1, p1,0,2, p0,2,1, p1,2,0

]
. Using

the Kullback-Leibler divergence, we can define the degree
of irreversibility in a time series:

DKL =

dE !∑
i=1

Pd(i) log
Pd(i)
Pr(i)

. (44)

If Pd u Pr, the time series is presented to be reversible,
thus yielding a DKL u 0 and vise versa. Estimating vary-
ing bitcoin’s irreversibility according to (44) with time
window of 100 days and time step of 1 day, we obtain
following results.

The figures show that time series are significantly ir-
reversible. When moving the original rows of their irre-
versible disappears. Draws attention and noticeable un-
evenness introduced measures, which correlate with the
fluctuations of the input time series. Identifying signifi-
cant changes in the time series and comparing them with
the corresponding changes of non-reversible measures of
complexity, it is possible to construct the corresponding
indicators.

8 Single and multiplex networks

The new interdisciplinary study of complex systems,
known as the complex networks theory, laid the founda-
tion for a new network paradigm of synergetics [321]. In

the framework of the complexity paradigm, it became ap-
parent that we should move from well-studied systems and
processes, taking into account the minimal number of new
entities that are characteristic of the social sciences or the
humanities. Apparently, one of these entities is the bonds,
that is, what characterizes the interaction of the elements
that are part of the system, that makes parts of the whole.
The set of these links is called the network. Investigat-
ing networks, we take into account their topology, statis-
tical properties, the distribution of weights of individual
nodes and edges, the effects of information dissemination,
robustness, etc. [1, 4, 322, 323]. Complex networks in-
clude electrical, transport, information, social, economic,
biological, neural, and other networks [3, 324, 325]. The
network paradigm has become dominant in the study of
complex systems since it allows you to enter new quantita-
tive measures of complexity not existing for the time series
[326]. Moreover, the network paradigm provides adequate
support for the core concepts of Industry 4.0 [321].

Previously, we introduced various quantitative mea-
sures of complexity for individual time series [57, 327–
329]. However, except a graph for an individual time se-
ries, it is necessary to take into account the interconnection
interaction, which can be realized within the framework of
different models [330]. We will consider it by simulating
so-called multiplex networks, the features of which are re-
duced to a fixed number of nodes in each layer, but they
are linked by different bonds [330].

Recently, the first papers using the spectral and topo-
logical characteristics of dynamic systems presented as
networks have appeared. Thus, in [331], it has been in-
vestigated universal and non-universal allometric scaling
behaviors in the visibility graphs of 30 world stock mar-
ket indices. It has been established that the nature of such
behavior is due to the returns distribution that is character-
ized by fat-tails, the nonlinear long-term correlation, and a
coupling effect between the set of influential factors.

Birch [332] compared the mean degree value and clus-
tering coefficient for a group of companies included in the
DAX 30 index basket. He observed the companies from
the DAX 30 index for two time periods: the first from the
beginning of 2008 through the end of 2009 and the sec-
ond from the beginning of 2010 up to the end of 2011 as
these include the dates – a period of crisis (7th October
2008 – 31st December 2008) and a period of recovery (7th
May 2010 – 3rd August 2010). Contrary to expectations,
the results differed little from the relatively low accuracy
of the horizontal visibility graph procedure compared to
visibility graph.

Wand and Wei [333] collected from the Chinese stock
market the data of 2571 stock companies in 2012 and the
data of 2578 stock companies in 2013. Every year, data
of these stock companies are randomly arranged. These
data are then converted into some complex networks based
on the visibility graph method. For these complex net-
works, degree distribution and clustering coefficient are
considered. These results show that complex networks
have power-law distribution and small-world properties.

Yan and Serooskerken [334] construct an indicator to
measure the magnitude of the super-exponential growth of
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(a)

(b)

Figure 25: Dynamics of permutation-based time irreversibility measure for the first (a) and second (b) periods

stock prices, by measuring the degree of the price network,
generated from the price time series. Twelve major inter-
national stock indices have been investigated. The work
results show that this new indicator has strong predictive
power for financial extremes, both peaks, and troughs. By
varying the model parameters, the authors show the pre-
dictive power is very robust. The new indicator has a bet-
ter performance than the indicator based on a well-known
model of log-periodic oscillations of Sornette [335].

Authors of another paper [336] analyze high-
frequency data from the S&P 500 via the horizontal visi-
bility graph method and find that all major crises that have
taken place worldwide for the last twenty years, affected
significantly the behavior of the price-index. Nevertheless,
they observe that each of those crises impacted the index
in a different way and magnitude. These results suggest
that the predictability of the price-index series increases
during periods of crisis.

In the paper [337] Serafino et al. studied the visibility
graphs built from the time series of several stock market

indices. They proposed a validation procedure for each
link of these graphs against a null hypothesis derived from
ARCH-type modeling of such series. Building on this
framework made it possible to devise a market indicator
that turned out to be highly correlated and even predictive
of financial instability periods.

Francés and Carles [25] examined the characteristics
of the daily price series of 16 different cryptocurrencies
between July 2017 and February 2018. Using Minimum
Spanning Tree (MST) and hierarchical analysis by den-
drograms that were obtained from Pearson correlation be-
tween daily returns, they visualized and identified a high
correlation between price movements of all the currencies.
From the obtained results, it is seen that the most inter-
connected with all cryptocurrencies is Ethereum, while
Bitcoin standed for one of its branches. They concluded
that Ethereum might be a benchmark currency in the cryp-
tocurrency market, rather than Bitcoin.

Coquide et al. [338] constructed the Google matri-
ces of bitcoin transaction for all year quarters from the
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very start of it till April 10, 2013. From PageRank and
CheiRank probabilities that serve as analogues to trade im-
port and export, they determined the dimensionless trade
balance of each user and analyzed the direct and hidden
(indirect) links between top PageRank users of BCN using
the recently developed reduced Google matrix algorithm.
They modeled the contagion propagation of the transac-
tions assuming that a user goes bankrupt if its dimensional
balance exceeds a certain bankruptcy threshold k. Their
results present that the phase transition neighboring with
the critical threshold k = kc ≈ 0.1 below which almost
all users remain safe. For k > 0.55 almost all users re-
main safe, and for 0.1 < k > 0.55 more than a half of
users go bankrupt. Moreover, their result present that even
being not very close to the critical threshold kc ≈ 0.1,
almost all top PageRank and CheiRank users rapidly be-
come bankrupts that give the evidence about their strong
interconnectivity. With the reduced Google matrix algo-
rithm, they presented the most preferable interlinks of the
most valuable users.

Multiplex networks are actively used to simulate com-
plex networks of different nature: from financial (stock
market [336, 337, 339, 340], banks [341], guarantee mar-
ket [342]) to social [343]. Particular attention should be
paid to the work [339], in which the above multiplex mea-
sures are analyzed for the subject of correlations with
known stock market crises.

8.1 Methods of converting time series into graphs

In recent years, interesting algorithms for the transforma-
tion of time series into a network have been developed,
which allows extending the range of known characteristics
of time series even to network ones. Recently, several ap-
proaches have been proposed to transform time sequences
into complex network-like mappings. These methods can
be conventionally divided into three classes [344].

The first is based on the study of the convexity of suc-
cessive values of the time series and is called visibility
graph (VG) [344, 345]. The second analyzes the mutual
approximation of different segments of the time sequence
and uses the technique of recurrent analysis [344]. The
recurrent diagram reflects the existing repetition of phase
trajectories in the form of a binary matrix whose elements
are units or zeros, depending on whether they are close
(recurrent) with given accuracy or not, the selected points
of the phase space of the dynamic system. The recurrence
diagram is easily transformed into an adjacency matrix,
on which the spectral and topological characteristics of
the graph are calculated. Finally, if the basis of form-
ing the links of the elements of the graph is to put cor-
relation relations between them, we obtain a correlation
graph [327, 344]. To construct and analyze the properties
of a correlation graph, we must form an adjacency matrix
from the correlation matrix. To do this, you need to en-
ter a value that for the correlation field will serve as the
distance between the correlated agents. Such a distance
may be dependent on the ratio of the correlation Ci j value
di j =

√
2(1 −Ci j). So, if the correlation coefficient be-

tween the two assets is significant, the distance between

them is small, and, starting from a certain critical value
xcrit, assets can be considered bound on the graph. For an
adjacency matrix, this means that they are adjacent to the
graph. Otherwise, the assets are not contiguous. In this
case, the binding condition of the graph is a prerequisite.

The main purpose of such methods is to accurately re-
produce the information stored in the time series in an al-
ternative mathematical structure, so that powerful graph
theory tools could eventually be used to characterize the
time series from a different point of view in order to over-
come the gap between nonlinear analysis of time series,
dynamic systems and the graphs theory.

The usage of the complexity of recurrent networks to
prevent critical and crisis phenomena in stock markets has
been considered by us in a recent paper [346]. Therefore,
we will focus on algorithms of the VG and multiplex VG
(MVG).

The recurrence diagrams for the visualization of phase
space recurrences are based on Henri Poincare’s idea of
the phase space recurrence of dynamical systems. Accord-
ing to Takens’ theorem [136], an equivalent phase trajec-
tory that preserves the structure of the original phase tra-
jectory can be recovered from a single observation or time
series by the time delay method: the recurrence diagram
is easily transformed into an adjacency matrix, by which
the spectral and topological characteristics of the graph are
calculated [327].

The algorithm of the VG is realized as follows [345].
Take a time series {x(ti) | i = 1, . . . ,N} of length N.

Each point in the time series data can be considered as
a vertex in an associative network, and the edge connects
two vertices if two corresponding data points can “see”
each other from the corresponding point of the time se-
ries (see Figure 26). Formally, two values x(ta) (at a point
in time ta) and x(tb) (at a point in time tb) are connected,
if, for any other value (x(tc), tc), which is placed between
them (i.e., ta < tc < tb), the condition is satisfied:

x(tc) < x(ta) + (x(tb) − x(ta))
tc − ta
tb − ta

.

Note that the visibility graph is always connected by
definition and also is invariant under affine transforma-
tions, due to the mapping method.

An alternative (and much simpler) algorithm is the hor-
izontal visibility graph (HVG) [344], in which a connec-
tion can be established between two data points a and b if
one can draw a horizontal line in the time series joining
them that does not intersect any intermediate data by the
following geometrical criterion: x(ta), x(tb) > x(tc) for all
c such that ta < tc < tb (see figure 26).

In multiplex networks, there are two tasks [346]:
(1) turn separate time series into the network for each
layer; (2) connect the intra-loop networks to each other.
The first problem is solved within the framework of the
standard algorithms described above. For multiplex net-
works, the algorithm of the MVG for the three layers is
presented in figure 27.

The cross-recurrent multiplex network (MCRP) is
formed from recursive diagrams of individual layers.
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Figure 26: Illustration of constructing the visibility graph
(red lines) and the horizontal visibility graph (green lines)
[347]

8.2 Spectral and topological graph properties

Spectral theory of graphs is based on algebraic invariants
of a graph – its spectra [27]. The spectrum of graph G
is the set of eigenvalues S p(G) of a matrix correspond-
ing to a given graph. For adjacency matrix A of a graph,
there exists a characteristic polynomial |λI − A|, which is
called the characteristic polynomial of a graph PG(λ). The
eigenvalues of the matrix A (the zeros of the polynomial
|λI − A|) and the spectrum of the matrix A (the set of eigen-
values) are called respectively their eigenvalues.

Another common type of graph spectrum is the spec-
trum of the Laplace matrix L. The Laplace matrix is used
to calculate the tree graphs, as well as to obtain some im-
portant spectral characteristics of the graph. It can be de-
fined as L = D − A where D – diagonal matrix of order
n:

di j =

di, i = j,
0, i , j,

(45)

with di – the degree of corresponding vertex in the graph.
The spectrum S pL (G) of the matrix L is the root of the

characteristic equation:

|λI − L| = |λI − D + A| = 0. (46)

Comparing the spectra of S p with S pL , it is easy to
establish that

S p(G) = [λ1, λ2, . . . , λn] ,
S pL (G) = [r − λn, λn−1, . . . , r − λ1] ,

where λ1 = r.
The number zero is the eigenvalue of the matrix L,

which corresponds to an eigenvector whose coordinates
are equal to unity. The multiplicity of the null eigenvalue
is equal to the number of connected components of the
graph. The rest of eigenvalues L are positive. The least
of the positive eigenvalues λ2 is called the index of alge-
braic connectivity of the graph. This value represents the
“force” of the connectivity of the graph component and is
used in the analysis of reliability and synchronization of
the graph.

Important derivative characteristics are spectral gap,
graph energy, spectral moments, and spectral radius. The
spectral gap is the difference between the largest and the

next eigenvalues of the adjacency matrix and characterizes
the rate of return of the system to the equilibrium state.
The graph energy is the sum of the modules of the eigen-
values of the graph adjacency matrix:

E(G) =

n∑
i=1

|λi| .

The spectral radius is the largest modulus of the eigen-
value of the adjacency matrix. Denote by Nc the value,
which corresponds to an average eigenvalue of the graph
adjacency matrix:

Nc = ln

1
n

n∑
i=1

exp(λi)


and is called natural connectivity.

The kth spectral moment of the adjacency matrix is de-
termined by the expression

mk(A) =
1
n

n∑
i=1

λk
i ,

with λi that represents eigenvalues of the adjacency matrix,
and n is the vertex of G.

Among the topological measures, one of the most im-
portant is the node degree k – the number of links attached
to this node. For non-directed networks, the node’s de-
gree ki is determined by the sum ki =

∑
j ai j, where the

elements ai j of the adjacency matrix.
For characterizing the linear size of the network, there

are useful concepts of average 〈l〉 and maximum lmax short-
est paths. For a connected network of n nodes, the average
path length (ApLen) is equal to

〈l〉 =
2

n(n − 1)

∑
i> j

li j, (47)

where li j – the length of the shortest path between the
nodes. The diameter of the connected graph is the maxi-
mum possible distance between its two vertices, while the
minimum possible is the radius of the graph.

If the average length of the shortest path gives an idea
of the whole network and is a global characteristic, the
next parameter – the clustering coefficient – is a local value
and characterizes a separate node. For a given node i, the
clustering coefficient Ci is defined as the ratio of the ex-
isting number of links between its closest neighbors to the
maximum possible number of such relationships:

Ci =
2Ei

ki(ki − 1)
. (48)

In equation (48), ki(ki−1)/2 is the maximum number of
links between the closest neighbors. The clustering coeffi-
cient of the entire network is defined as the average value
of Ci for all its nodes. The clustering coefficient shows
how many of the nearest neighbors of the given node are
also the closest neighbors to each other. It characterizes
the tendency to form groups of interconnected nodes –
clusters. For the real-life networks, the high values of the
clustering coefficient are high.

40

SHS Web of Conferences 107, 03001 (2021) https://doi.org/10.1051/shsconf/202110703001
M3E2 2021



Figure 27: Scheme for forming bonds between three layers of the multiplex network [346]

Another feature of the node is betweenness. It re-
flects the role of the node in establishing network connec-
tions and shows how many shortest paths pass through this
node. Node betweenness c(v)) is defined as

c(v) =
∑
i, j

σ(i, j | v)
σ(i, j)

, (49)

where σ(i, j) – the total number of shortest paths between
nodes i and j; σ(i, j | v) – the number of those shortest
paths between i, j passing through v. The value of (49)
is also called the load or betweenneess centrality.

One of the main characteristics of the network is the
degree distribution P(d), which is defined as the probabil-
ity that the node i has a degree di = d. Most natural and
actual artificial networks follow a power law distribution

P(d) ∼ 1/dγ, d , 0, γ > 0. (50)

Also, important topological characteristic is the vertex
eccentricity – the largest distance between i and any other
vertex, that is, how far the vertex is far from the other ver-
tices of the graph. The centrality of the vertex measures its
relative importance in the graph. At the same time, the far-
ness of a node is defined as the sum of its distances to all
other nodes, and its closeness is defined as the backward
distance. Thus, the centrality of the node is lower than its
total distance to all other nodes.

Another important measure is the link density in the
graph, which is defined as the number of links ne, divided
by the expression nn(nn − 1)/2, where nn is the number of
nodes of the graph.

From spectral measures, we consider the maximal
node degree (dmax – figure 28a and figure 28b). From the
topological measures, the average path length (APLen –
figure 28c and 28d) is found, which is in accordance with
equation (47).

Figure 28 demonstrates the asymmetric response of the
spectral and topological measures of network complexity.
For the complete series, the calculation parameters are as
follows: window length of 100 days, step is of 1 day.

Figures above show that all of the above spectral mea-
sures have maximum values in pre-crisis periods. The
complex system has the greatest complexity. With the
approach of the crisis, the complexity of the system de-
creases, recovering after the crisis. Some of the topologi-
cal, in particular, APLen, shows an opposite relationship.
Indeed, in more complex systems you can always find
shorter paths that connect any nodes. During the crisis
(reducing complexity, increasing the chaotic component),
the length of the corresponding path increases.

8.3 Multiplex complexity measures

A multilayer/multiplex network [83, 348] is a pair
M=(G,C) where {Gα |α ∈ 1, . . . ,M} is a family of graphs
(whether directed or not, weighed or not) Gα = (Xα, Eα)
that called layers and

C =
{
Eαβ ⊆ Xα × Xβ |α, β ∈ 1, . . . ,M, α , β

}
is a set of links between nodes of layers Gα and Gβ where
α , β. The elements of each Eα are intralayer edges in
M in contrast to the elements of each Eαβ that called inter-
layer edges.

A set of nodes in a layer Gα is denoted as
Xα=

{
xα1 , . . . , x

α
Nα

}
, and an intralayer adjacency matrix as

A[α] = (aαi j) ∈ ReNα×Nα , where

ααi j =

1, (xαi , x
α
j ) ∈ Eα,

0, otherwise.
(51)

for 1 ≤ i ≤ Nα, 1 ≤ j ≤ Nβ and 1 ≤ α ≤ M. For an in-
terlayer adjacency matrix, we have A[α, β](aαβi j ) ∈ ReNα×Nβ ,
where

α
αβ
i j =

1, (xαi , x
β
j ) ∈ Eαβ,

0, otherwise.
(52)

A multiplex network is a partial case of interlayer net-
works, and it contains a fixed number of nodes connected
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(b)

(c)

(d)

Figure 28: Maximal node degree dmax (a, b) and average
path length 〈l〉 (c, d) for two periods of Bitcoin time series

by different types of links. Multiplex networks are char-
acterized by correlations of different nature [330], which
enable the introduction of additional multiplexes.

Let’s evaluate the quantitative overlap between the var-
ious layers. The average edge overlap is defined as [340]

ω =

∑
i
∑

j>i
∑
α a[α]

i j

M
∑

i
∑

j 1 − δ0,
∑
α α

[α]
i j

(53)

and determines the number of layers in which this edge is
presented. Its value lies on the interval [1/M, 1] and equals
1/M if the connection (i, j) exists only in one layer. In
other words, if there is a layer α such that a[β]

i j = 0∀β , α.
If all layers are identical, then ω = 1. Consequently, this
measure can serve as a measure of the coherence of the
output time series: high values of ω indicate a noticeable
correlation in the structure of the time series.

The total overlap Oαβ between the two layers α and
β is defined as the total number of edges that are shared
between the layers α and β:

Oαβ =
∑

aαi ja
β
i j, (54)

where α , β.
For a multiplex network, the node degree k is already

a vector
ki = (k[1]

i , . . . , k[M]
i ), (55)

with the degree k[α]
i of the node i in the layer α, namely

k[α]
i =

∑
j
a[α]

i j ,

while a[α]
i j is the element of the adjacency matrix of the

layer α. Specificity of the node degree in vector form al-
lows to describe additional quantities. One of them is the
ovelapping degree of node i

oi =

M∑
α=1

k[α]
i . (56)

The next measure quantitatively describes the inter-
layer degree correlations of the selected node in two dif-
ferent layers. If a chosen pair (α, β) from M layers is char-
acterized by the distributions P(k[α]), P(k[β]), the so-called
interlayer mutual information is determined as:

Iα,β =
∑∑

P(k[α], k[β]) log
P(k[α], k[β])

P(k[α]), P(k[β])
, (57)

where P(k[α], k[β]) is the probability of finding a node de-
gree k[α] in a layer α and a degree k[β] in a layer β.
The higher the value of Iα,β, the more correlated (or anti-
correlated) is the degree distribution of the two layers and,
consequently, the structure of a time series associated with
them. We also find the mean value of Iα,β for all possible
pairs of layers – the scalar 〈Iα,β〉 that quantifies the infor-
mation flow in the system.

The quantity that quantitatively describes the distribu-
tion of a node degree i between different layers is the en-
tropy of a multiplexed degree:

S i = −

M∑
α=1

k[α]
i

oi
ln

k[α]
i

oi
. (58)
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Entropy is zero if all connected to i edges are in the
same layer, and has the maximum value when they are
evenly distributed between different layers. So, the higher
value of S i, the more evenly distributed edges connected
to i between different layers.

A similar indicator is the multiplex participation coef-
ficient:

Pi =
M

M − 1

1 − M∑
α=1

(
kαi
oi

)2 . (59)

The Pi takes values on the interval [0, 1] and deter-
mines how homogeneously are distributed the links of a
node i among M layers. If a node is only active on one
layer, Pi = 0; Pi = 1 if a node has an precisely defined
number of incident links that are equally distributed across
M layers.

Obviously, measures S i and Pi are very similar.
We will show that some of these spectral and topologi-

cal indicators serve as the measures of system complexity,
and the dynamic of their changes allow us to build precur-
sors of crashes and critical events in the cryptocurrency
market.

As far as multiplex measures are concerned, they are
very similar in their dynamic to the spectral and topo-
logical representations above (see figure 28). In the case
of a shorter sample of a base of three layers – Bitcoin,
Ethereum, Litecoin (see figure 29-31), we have the asym-
metric behavior of the multiplex measures I,O, o (Equa-
tions (57), (54), (56) and S , P (Equations (58) and (59))
for different methods of building multiplex networks.

Figures 29-31 show that the mentioned multiplex
measures are excellent indicators that warn about the
approaching crisis phenomenon, that is, are indicator-
precursors.

9 Quantum precursors

Quantum econophysics, a direction distinguished by the
use of mathematical apparatus of quantum mechanics as
well as its fundamental conceptual ideas and relativistic
aspects, developed within its boundaries just a couple of
years later, in the first decade of the 21st century [41, 349–
351].

According to classical physics, immediate values of
physical quantities, which describe the system status, not
only exist but can also be exactly measured. Although
non-relativistic quantum mechanics does not reject the ex-
istence of immediate values of classic physical quantities,
it postulates that not all of them can be measured simulta-
neously (Heisenberg uncertainty ratio). Relativistic quan-
tum mechanics denies the existence of immediate values
for all kinds of physical quantities, and, therefore, the no-
tion of system status seizes to be algoristic.

In this section, we will demonstrate the possibilities of
quantum econophysics on the example of the application
of the Heisenberg uncertainty principle and the Random
Matrices Theory to the actual and debatable now market
of cryptocurrencies [80, 352].

9.1 Heisenberg uncertainty principle and
economic analogues of basic physical
quantities

In our paper [42], we have suggested a new paradigm of
complex systems modeling based on the ideas of quan-
tum as well as relativistic mechanics. It has been re-
vealed that the use of quantum-mechanical analogies (such
as the uncertainty principle, the notion of the operator,
and quantum measurement interpretation) can be applied
to describing socio-economic processes. Methodological
and philosophical analysis of fundamental physical no-
tions and constants, such as time, space, and spatial coor-
dinates, mass, Planck’s constant, light velocity from mod-
ern theoretical physics provides an opportunity to search
for adequate and useful analogs in socio-economic phe-
nomena and processes.

The Heisenberg uncertainty principle is one of the cor-
nerstones of quantum mechanics. The modern version of
the uncertainty principle, deals not with the precision of
a measurement and the disturbance it introduces, but with
the intrinsic uncertainty any quantum state must possess,
regardless of what measurement is performed [353, 354].
Recently, the study of uncertainty relations, in general, has
been a topic of growing interest, specifically in the set-
ting of quantum information and quantum cryptography,
where it is fundamental to the security of certain protocols
[355, 356].

To demonstrate it, let us use the known Heisenberg’s
uncertainty ratio which is the fundamental consequence of
non-relativistic quantum mechanics axioms and appears to
be (e.g., [357]):

∆x · ∆v >
~

2m0
, (60)

where ∆x and ∆v are mean square deviations of x coordi-
nate and velocity v corresponding to the particle with (rest)
mass m0, ~ – Planck’s constant. Considering values ∆x
and ∆v to be measurable when their product reaches their
minimum, according to equation (60) we derive:

m0 =
~

2 · ∆x · ∆v
, (61)

i.e., the mass of the particle is conveyed via uncertainties
of its coordinate and velocity – time derivative of the same
coordinate.

Economic measurements are fundamentally relative,
local in time, space and other socio-economic coordinates,
and can be carried out via consequent and/or parallel com-
parisons “here and now”, “here and there”, “yesterday and
today”, “a year ago and now”, etc.

Due to these reasons constant monitoring, analysis,
and time series prediction (time series imply data derived
from the dynamics of stock indices, exchange rates, cryp-
tocurrency prices, spot prices, and other socio-economic
indicators) become relevant for the evaluation of the state,
tendencies, and perspectives of global, regional, and na-
tional economies.

Suppose there is a set of K time series, each of N
samples, that correspond to the single distance T , with an
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(a)

(b)

Figure 29: Dynamics of the second BTC period and multiplex measures for a base of three layers. The graph was built
using the multiplex visibility graph

equally minimal time step ∆tmin:

Xi(tn), for n = 0, 1, . . . ,N − 1; for i = 1, 2, . . . ,K. (62)

To bring all series to the unified and non-dimensional
representation, accurate to the additive constant, we nor-
malize them, have taken a natural logarithm of each term
of the series. Then, consider that every new series Xi(tn) is
a one-dimensional trajectory of a certain fictitious or ab-
stract particle numbered i, while its coordinate is regis-
tered after every time span ∆tmin, and evaluate mean square
deviations of its coordinate and speed in some time win-
dow ∆T = ∆N · ∆tmin = ∆N, 1 � ∆N � N. The “imme-
diate” speed of ith particle at the moment tn is defined by
the ratio:

vi(tn) =
xi(tn+1) − xi(tn)

∆tmin
=

1
∆tmin

ln
Xi(tn+1)
Xi(tn)

(63)

with variance Dvi and standard deviation ∆vi.

Keeping an analogy with equation (1), after some
transformations, we can write an uncertainty ratio for this
trajectory [42]:

1
∆tmin

〈ln2 Xi(tn+1)
Xi(tn)

〉n,∆N −

(
〈ln2 Xi(tn+1)

Xi(tn)
〉n,∆N

)2 ∼ h
mi
,

(64)
where mi – economic “mass” of a Xi series, h – value
which comes as an economic Planck’s constant.

Since the analogy with physical particle trajectory is
merely formal, h value, unlike the physical Planck’s con-
stant ~, can, generally speaking, depend on the historical
period, for which the series are taken, and the length of the
averaging interval (e.g., economical processes are different
in the time of crisis and recession), on the series number i
etc. Whether this analogy is correct or not depends on the
particular series’ properties.

In recent research [30, 358], we tested the economic
mass as an indicator of crisis phenomena on stock index
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(a)

Figure 30: Dynamics of BTC daily prices and multiplex measures O. The graph was built using the MHVG

(a)

Figure 31: Dynamics of BTC daily prices and multiplex measures o. The graph was built using the MCRP

data. Here, we test the model for the cryptocurrency mar-
ket on the example of Bitcoin [79, 80, 352, 359].

Obviously, there is a dynamic characteristic value m,
depending on the internal dynamics of the market. In times
of crashes and critical events marked by arrows, mass m is
significantly reduced in the pre-crash and pre-critical peri-
ods.

Obviously, m remains a good indicator-precursor even
in this case. Value m is considerably reduced before a spe-
cial market condition. The market becomes more volatile
and prone to changes.

Next method of quantum econophysics is borrowed
from nuclear physicists and is called Random Matrix The-
ory.

9.2 Random matrix theory and quantum
indicators-precursors

Random Matrix Theory (RMT) developed in this context
the energy levels of complex nuclei, which the existing
models failed to explain (Wigner, Dyson, Mehta, and oth-
ers [353, 354, 356]). Deviations from the universal predic-
tions of RMT identify specific, nonrandom properties of
the system under consideration, providing clues about the
underlying interactions.

Unlike most physical systems, where one relates cor-
relations between subunits to basic interactions, the un-
derlying “interactions” for the stock market problem are
not known. Here, we analyze cross-correlations between
stocks by applying concepts and methods of random ma-
trix theory, developed in the context of complex quantum
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(a)

(b)

(c)

(d) (e) (f)

Figure 32: Dynamics of measure m for two entire periods, and its dynamics for their local crashes (c, e) and critical events
(d, f) with the window size of 50 days and step of 1 day

systems where the precise nature of the interactions be-
tween subunits are not known.

RMT has been applied extensively in studying multi-
ple financial time series [42, 352, 355, 357–362].

Special databases have been prepared, consisting of
cryptocurrency time series for a certain time. The largest
number of cryptocurrencies 689 contained a base of 456
days from 31.12.2017 to 31.05.2020, and the smallest
(22 cryptocurrencies) contained a base, respectively, from
11.09.2013 to 31.05.2020 (https://coinmarketcap.com/all/
views/all/). In order to quantify correlations, we first cal-

culate the logarithmic returns of the cryptocurrencies price
series over a time scale ∆t = 1 day. We calculate the pair-
wise cross-correlation coefficients between any two cryp-
tocurrency time series returns. for the largest database,
a graphical representation of the pair correlation field is
shown in figure 33a. For comparison, a map of correla-
tions of randomly mixed time series of the same length
shown in figure 33 b.

For the correlation matrix C we can calculate its eigen-
values, C = UΛUT , where U denotes the eigenvectors, Λ

is the eigenvalues of the correlation matrix, whose density
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(a)

(b)

Figure 33: Visualization of the field of correlations for the
initial (a, c) and mixed (b, d) matrix cryptocurrency

fc(λ) is defined as fc(λ) = (1/N)dn(λ)/dλ, where n(λ) is
the number of eigenvalues of C that are less than λ. In
the limit N → ∞,T → ∞ and Q = T/N > 1 fixed, the
probability density function fc(λ) of eigenvalues λ of the
random correlation matrix M has a closed form:

fc(λ) =
Q

2πσ2

√
(λmax − λ)(λ − λmin)

λ
, (65)

with λ ∈ [λmin, λmax], where λmax
min is given by λmax

min =σ2(1 +

1/Q ± 2
√

1/Q) and σ2 is equal to the variance of the ele-
ments of matrix M.

We compute the eigenvalues of the correlation matrix
C, λmax = λ1 > λ2 > · · · > λ15 = λmin. The probabil-
ity density functions of paired correlation coefficients ci j

and eigenvalues λi for matrices of 110, 298, and 689 cryp-
tocurrencies are presented in figure 34.

From figure 34 it can be seen that the distribution func-
tions for the paired correlation coefficients of the selected
matrices differ significantly from the distribution function
described by the RMT. It can be seen that the crypto mar-

(a)

(b)

Figure 34: Comparison of distributions of the pair corre-
lation coefficients (a) and eigenvalues of the correlation
matrix (b) obtained for initial cryptocurrencies and their
shuffled version

ket has a significantly correlated, self-organized system,
and the difference from the RMT of the case, the corre-
lation coefficients exceed the value of 0.6-0.8 on “thick
tails”. The distribution of eigenvalues of the correlation
matrix also differs markedly from the case of RMT. In our
case, only one-third of its values refer to the RMT region.

Eigenvectors correspond to the participation ratio PR
and its inverse participation ratio IPR

Ik =
∑N

l=1

[
ul

l

]4
, (66)

where ul
k, l = 1, . . . ,N, are the components of the eigen-

vector uk. So, PR indicates the number of eigenvector
components that contribute significantly to that eigenvec-
tor. More specifically, a low IPR indicates that cryptocur-
rencies contribute more equally. In contrast, a large IPR
would imply that the factor is driven by the dynamics of a
small number of cryptocurrencies.
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The irregularity of the influence of eigenvalues of the
correlation matrix is determined by the absorption ratio
(AR)

ARn =

∑n
k=1 λl∑N
k=1 λk

, (67)

which is a cumulative risk measure and indicates which
part of the overall variation is described from the total
number of N eigenvalues.

The difference in dynamics is due to the peculiari-
ties of non-random correlations between the time series
of individual assets. Under the framework of RMT, if the
eigenvalues of the real-time series differ from the predic-
tion of RMT, there must exist hidden economic informa-
tion in those deviating eigenvalues. For cryptocurrencies
markets, there are several deviating eigenvalues in which
the largest eigenvalue λmax reflects a collective effect of the
whole market. As for PR, the differences from RMT ap-
pear at large and small λ values and are similar to the An-
derson quantum effect of localization [363]. Under crash
and critical event conditions, the states at the edges of the
distributions of eigenvalues are delocalized, thus identify-
ing the beginning of one of these events. This is evidenced
by the results presented in figure 35b.

We find that both λmax and PRλmax have large values
for periods containing the crypto market crashes and crit-
ical events. At the same time, their growth begins in the
pre-crashes periods. As well as the economic mass, they
are quantum precursors of crashes and critical events phe-
nomena.

10 Conclusions

Definitely, the factors from within and outside of the cryp-
tocurrencies universe are going to evolve all of them. The
great influence will go from incumbents and policymakers,
as well as challengers and users. Current mistrust on the
part of the government may lead to the introduction of spe-
cific licensing requirements that may make these digital
currencies less attractive. Similarly, the adaptation to them
and acceptance of cryptocurrencies may lead to increasing
demand for them. The current situation with coronavirus
is of paramount importance and is of significant danger.

From the literature overview, we have understood that
crashes and critical events do not disappear without a
trace, but will also affect the fate of individuals. On the
other hand, in the future, the influence of these events
may attract users to alternative forms of currency such
as cryptocurrencies. Increased trading activity on cryp-
tocurrency exchanges could positively affect the popular-
ity of stablecoins. Lastly, the overall monetary system may
be fundamentally changed through the introduction of a
central bank digital currency, potentially upstaging stable-
coins [364].

In order to give reliable, powerful, and simple
indicators-precursors that are able to minimize further
losses as a result of changes, we addressed the reach arse-
nal of the theory of complexity and the methods of non-
linear dynamics that can identify special trajectories in
the complex dynamics and classify them. Following our

(a)

(b)

Figure 35: Inverse participation ratio (a) and (b) quantum
measures of complexity λmax and its participation ratio

research, we obtain informational, (multi-)fractal, chaos-
dynamical, recurrent, irreversible, based on complex net-
works, and quantum measures of complexity.

The obtained quantitative methods were applied to
classified crashes of the Bitcoin market, where it was seen
that these indicators can be used in order to protect your-
self from the upcoming critical change. To draw some con-
clusions about its evolution and factors that influence it,
we pointed out the most influential critical changes in this
market. Relying on different research articles and our pre-
vious experience, such changes were classified as crashes
and critical events. Moreover, we assume crash as strong,
time localized drop with high volatility whose percentage
decline exceeds 30%. Critical events are those falls with
less percentage decline and volatility. The analysis of the
crypto market with the sliding (rolling or moving) win-
dow approach allowed us to draw some conclusions about
its evolution and factors that influence it. Regarding em-
pirical results, we have shown that some of the measures
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are very sensitive to the length of the sliding window and
its time step. For example, if we consider two closest to
each other events, a previous event that had much more
volatility can have a great influence on the corresponding
measure of complexity and spoil the identification of the
next less influential, but important event. Thus, time lo-
calization is significant while calculating the measure of
complexity. The less time localization and time step, the
more corresponding changes are taken into account. For
a much larger time window and its step, we can have less
accurate estimations.

It turned out that most of the chosen measures of com-
plexity respond in advance to the corresponding changes
of complexity in the cryptocurrency market and can be
used in the diagnostic processes. Such measures can be
presented as indicators or even indicators-precursors of the
approaching crashes and critical events.

Relying on the information theory and its powerful
toolkit, we emphasized four measures of complexity, such
as the measure of Lempel-Ziv, classical Shannon entropy,
and its two modifications (Approximate entropy and Per-
mutation entropy). We referred to the complexity of the
systems, how it was described in different studies, and
what methods were applied to quantify its degree. Our
results show that in the pre-crash or pre-critical period, the
complexity of Bitcoin starts to change that is it starts to
decrease, indicating that such events presented to be more
predictable and corresponding patterns are more struc-
tured. Thus, the degree of predictability increases in times
of such events.

Along with information theory, we referred to the mul-
tifractal properties of the cryptocurrency market. As it was
obtained with multifractal detrended fluctuation analysis,
the scaling exponents remain non-linear, and the width of
singularity spectrum changes in time that gives evidence
that at different times (scales) BTC time series exhibits
more or less complex behavior, indicating that cryptocur-
rency exhibits multifractal properties. Applying the width
of multifractality as an indicator of possible critical states
we found that before crash or critical event, this measure
starts to decrease that tell us that the series is expected to
be more predictable and stable, while its dynamics after
such events is increasing that present system to be more
susceptible to fluctuations.

Chaos-dynamical measures were applied to study bit-
coin from the perspective of Chaos theory. Transitions
between chaotic and non-chaotic behavior were identified
with Lyapunov exponents where there was selected the
largest Lyapunov exponent. The beginning of each crash
or critical event can be characterized by the convergence
of the two considered, initially close trajectories where the
Largest Lyapunov exponent reflects the rate of such con-
vergence, while the high-price level regimes are charac-
terized by the divergence of the initially close trajectories.
Whereas decreasing largest Lyapunov exponent indicates
that patterns in the system tend to be predictable (trajec-
tories converge), increasing indicates that the system goes
into an unstable regime. Our empirical results obtained
with the sliding window presented the largest Lyapunov
exponent to be an indicator of such regimes. Moreover,

we considered that such extreme events can be related to
the fat-tails and better described with non-Gaussian distri-
butions, particularly, described by Lévy alpha-stable dis-
tribution and its four parameters. As it is still debatable
whether the stable distribution is completely applicable or
not, we addressed to its group of stable parameters, and
during tests, we emphasized that the characteristic expo-
nent that serve to describe the thickness of tails is the best
for serving as an indicator-precursor of possible crashes
and critical events. Thus, is shown that such a complex
system as the bitcoin market, with growth and preferential
attachments, is characterized by power-laws.

The analysis of the crypto market with the measures
from the recurrence quantification analysis revealed that
its toolkit is suitable for distinguishing diverse market pe-
riods. Such measures as recurrence rate, determinism, the
entropy diagonal line histogram, recurrence periodic den-
sity entropy, recurrence entropy, and divergence, which
methodology is based on clusters of isolated points, ver-
tical/diagonal lines, etc., are presented to be great for de-
tection of the periods of instability or relaxation.

Also, applying the concept of time irreversibility
(asymmetry), we found it changes for the period of crashes
and critical events, and corresponding measures detect
such phenomena. Thus, time irreversibility based on per-
mutation patterns can serve as a good base for further mod-
els of financial control. However, much more measures
can be added to this list [107, 316, 365–367].

Moreover, we have demonstrated the possibility of
studying complex cryptosystems within the network
paradigm. The time series can be presented as an eco-
nomic network (visibility graph) and multiplex network
with a set of both spectral and topological characteristics,
which are sensitive to the critical changes in the BTC mar-
ket.

Addressing to quantum econophysics and its apparatus
where appropriate measures of complexity were obtained.
Such quantitative methods as Heisenberg uncertainty and
the Random matrix approach have confirmed their effec-
tiveness for studying the cryptocurrency market. We found
that economic “mass” along with λmax and PR λmax are
presented to be effective due to their robustness, computa-
tional efficiency, and simplicity.

Apparently, the impact of different crashes and criti-
cal events was reflected in the cryptocurrency market, as
well as the coronavirus pandemic and therefore, the dy-
namics of past events, as well as of the subsequent could
be identified in advance using the appropriate indicators
of the theory of complexity. In our further studies, we are
going to aim our view on exploring and analyzing of other
methods from the theory of complexity. Being emerging
currency that still needs to become trustworthy among as
many people as possible, bitcoin’s dynamics is the subject
not only to high fluctuations but also to various attacks
[368–372] of blockchain [373] and Proof-of-Work proto-
col [374]. Thus, particular interest presents research on
implementing the theory of complex systems and its enor-
mous toolkit for identifying such abnormal activity when
transactions between users happen to make appropriate ac-
tions in advance. Equally interesting is the development
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of the theory of quantum computation and quantum in-
formation [375–378] where it would be interesting to see
their influence on blockchain and cryptocurrencies. More-
over, the research in the field of artificial intelligence, ma-
chine, and deep learning does not remain without attention
[51, 379–390].

References

[1] R. Albert, A.L. Barabási, Rev. Mod. Phys. 74, 47
(2002)

[2] C. Reuven, H. Shlomo, Complex Networks: Struc-
ture, Robustness and Function (Cambridge Univer-
sity Press, 2010), ISBN 9780521841566

[3] M.E.J. Newman, SIAM Review 45, 167–256
(2003)

[4] M. Newman, A.L. Barabasi, D.J. Watts, eds., The
Structure and Dynamics of Networks (Princeton
University Press, Princeton, NJ, USA, 2006)

[5] G. Nicolis, I. Prigogine, Exploring complexity:
an introduction (W.H. Freeman, 1989), ISBN
9780716718598

[6] A. Rai, A. Mahata, M. Nurujjaman, O. Prakash,
Statistical properties of the aftershocks of stock
market crashes: evidence based on the 1987 crash,
2008 financial crisis and COVID-19 pandemic
(2020), arXiv:2012.03012 [q-fin.ST]

[7] E. Mnif, A. Jarboui, K. Mouakhar, Finance Re-
search Letters 36, 101647 (2020)

[8] A. Ammy-Driss, M. Garcin, Efficiency of the fi-
nancial markets during the COVID-19 crisis: time-
varying parameters of fractional stable dynamics
(2020), arXiv:2007.10727 [q-fin.ST]

[9] R. Cerqueti, V. Ficcadenti, Anxiety for the pan-
demic and trust in financial markets (2020),
arXiv:2008.01649 [q-fin.ST]

[10] M. Costola, M. Iacopini, C.R.M.A. Santag-
iustina, Public Concern and the Financial Mar-
kets during the COVID-19 outbreak (2020),
arXiv:2005.06796 [q-fin.ST]

[11] M. Feldkircher, F. Huber, M. Pfarrhofer, Measuring
the Effectiveness of US Monetary Policy during the
COVID-19 Recession (2020), arXiv:2007.15419
[econ.EM]

[12] M. Garcin, J. Klein, S. Laaribi, Estimation of time-
varying kernel densities and chronology of the im-
pact of COVID-19 on financial markets (2020),
arXiv:2007.09043 [q-fin.ST]

[13] M. Pagano, C. Wagner, J. Zechner, Dis-
aster resilience and asset prices (2020),
arXiv:2005.08929 [q-fin.GN]

[14] A.A. Toda, Susceptible-Infected-Recovered (SIR)
Dynamics of COVID-19 and Economic Impact
(2020), arXiv:2003.11221 [q-bio.PE]
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Abstract. The focus of this study to measure the varying irreversibility of stock markets. A fundamental
idea of this study is that financial systems are complex and nonlinear systems that are presented to be non-
Gaussian fractal and chaotic. Their complexity and different aspects of nonlinear properties, such as time
irreversibility, vary over time and for a long-range of scales. Therefore, our work presents approaches to
measure the complexity and irreversibility of the time series. To the presented methods we include Guzik’s
index, Porta’s index, Costa’s index, based on complex networks measures, Multiscale time irreversibility index
and based on permutation patterns measures. Our study presents that the corresponding measures can be used
as indicators or indicator-precursors of crisis states in stock markets.

1 Introduction

Complex systems are open systems that exchange energy,
matter, and information with the environment. Investigat-
ing complex systems in the natural sciences, Prigogine
made a fundamental generalization, indicating the need
for consideration of the phenomena of irreversibility and
non-equilibrium as principles of selection of space-time
structures that are implemented in practice [1]. Later it be-
came clear that this generalization extends to complex sys-
tems of another nature: social, economic, biomedical, etc.
[2]. Prigogine believed that the most important changes in
the modern scientific revolution are related to the removal
of previous restrictions in the scientific understanding of
time. The nonlinear world is characterized by features of
temporality, i.e., irreversibility and transience of processes
and phenomena. Self-organization is considered as a spon-
taneous process of formation of integrating complex sys-
tems. It is due to the ambiguity of choice at bifurcation
points that time in theories of self-organization becomes
truly irreversible. In contrast to linear dynamic theories
– classical, relativistic, quantum (where time is reversed),
in the thermodynamics of dissipative structures created by
Prigogine, time ceases to be a simple parameter and be-
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comes a concept that expresses the pace and direction of
events.

Thus, the irreversibility of time is a fundamental prop-
erty of non-equilibrium dissipative systems, and its loss
may indicate the development of destructive processes
[2, 3].

Considering the statistical properties of a signal under
study, its evolution could be called irreversible if there is
the lack of invariance, i.e., the same signal would have
been obtained if we measured it in the opposite direc-
tion. The function f could be applied to find character-
istics that differ forward and backward versions, i.e., time
series would be irreversible if f (Xd) , f (Xr). The main
idea of this definition there is no any restrictions on f .

Our study implies that a stationary process X is called
statistically inverse in time if the probability distributions
of the forward and backward in time systems are approx-
imately the same [4–6]. The irreversibility of time series
indicates the presence of nonlinear dependencies (mem-
ory) [7] in the dynamics of a system far from equilibrium,
including non-Gaussian random processes and dissipative
chaos. Since the definition of the irreversibility of the time
series is formal, there is no a priori optimal algorithm for
its quantification. Several methods for measuring the irre-
versibility of time have been proposed [2–4, 8–13]. Such
methods significant as their purpose to deal with signals
that exclude linear Gaussian random processes and, there
by, allow to quantify the degree of predictability in the sys-
tem.

© The Authors, published by EDP Sciences. This is an open access article distributed under the terms of the Creative Commons Attribution License 4.0
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In the first group of methods, the symbolization of time
series is performed, and then the analysis is performed by
statistical comparison of the appearance of a string of sym-
bols in the forward and reverse directions [9]. Sometimes
additional compression algorithms are used [8]. An im-
portant step for this group is the symbolization – the con-
version of the time series into a character series requires
additional special information (e.g., division of the range
or size of the alphabet) and, therefore, contains the prob-
lem of the algorithm’s dependence on these additional pa-
rameters. The second problem arises when considering
the large-scale invariance of complex signals. Since the
procedures of typical symbolizations are local, taking into
account different scales can cause some difficulties [3].

Another group of methods in formalizing the index of
irreversibility does not use the symbolization procedure
but is based on the use of real values of the time series
or returns.

One such approaches is based on the asymmetry of the
distribution of points of the Poincare map, built on the ba-
sis of the values of the analyzed time series [10, 13].

Recently, a fundamentally new approach to measur-
ing the irreversibility of time series has been proposed,
which uses the methods of complex network theory [4, 12]
and which combines two tools: the algorithm for visibil-
ity of time series recovery into a complex network and
the Kullbak-Leibler divergence algorithm [12]. The first
forms a directional network according to the geometric
criterion. The degree of irreversibility of the series is then
estimated by the Kullbak-Leibler divergence (i.e., the res-
olution) between the distribution of the input and output
stages of the associated count. This method is computa-
tionally efficient, does not require any special symboliza-
tion of the process, and, according to the authors, naturally
takes into account multiscale.

In this study, we apply irreversibility analysis and con-
struct indicators or indicators-precursors of crashes and
critical events, which dynamics is associated with luck of
irreversibility the system. To these measures we include
Guzik’s index, Porta’s index, Costa’s index, based on com-
plex networks, multiscale time irreversibility index with
measure based on ordinal patterns.

For analyzing and explaining basic characteristics of
stock market with time irreversibility measures, we have
chosen Dow Jones Industrial Average index (DJIA) as the
most quoted financial barometer in the world. In order to
have better look on its intraday dynamics, we have sepa-
rated its time series into two parts: from 2 January 1920 to
3 January 1983 and second part from 4 January 1983 to 3
March 2021. Both periods of daily values have been ob-
tained through Yahoo Finance (http://finance.yahoo.com/)
and Investing.com (https://www.investing.com/).

Regarding our previous studies [14–23], we have em-
phasized 30 crisis events that were classified as crashes
and critical events. According to classification:

• Crashes are short, time-localized drops, with strong los-
ing of price each day.

• Critical events are those falls that, during their existence,
have not had such serious changes in price as crashes.

Table 1 shows the major crashes and critical events re-
lated to our classification.

Table 1: Major Historical Corrections of the DJIA price
since 1920

№ Interval Days in Decline,
correction %

1 03.09.1929-29.10.1929 41 39.64
2 01.03.1938-31.03.1938 23 24.15
3 08.04.1940-05.06.1940 42 25.1
4 21.08.1946-10.09.1946 14 16.35
5 30.07.1957-22.10.1957 60 17.51
6 19.03.1962-28.05.1962 50 19.91
7 18.07.1966-07.10.1966 59 12.84
8 09.04.1970-26.05.1970 34 20.35
9 24.10.1974-04.10.1974 52 27.45
10 02.10.1987-19.10.1987 12 34.16
11 17.07.1990-23.08.1990 28 17.21
12 01.10.1997-21.10.1997 15 12.43
13 17.08.1998-31.08.1998 11 18.44
14 14.08.2002-01.10.2002 34 19.52
15 16.10.2008-15.12.2008 42 30.21
16 09.08.2011-22.09.2011 32 11.94
17 18.08.2015-25.08.2015 6 10.53
18 29.12.2015-20.01.2016 16 11.02
19 03.12.2018-24.12.2018 15 15.62
20 04.03.2020-23.03.2020 13 31.38

As it is seen from the Table, during DJIA existence,
many crashes and critical events shook it. According to
our classification, events with number (1, 10, 13, 15, 20)
are crashes, all the rest – critical events.

The calculations of indicators for them will be carried
out within the sliding window approach. According to the
procedure, we emphasize the frame of a predefined length
in which the calculation of the corresponding measure is
obtained. For this fragment measure of irreversibility is
obtained regarding normalized returns, where returns are
calculated as

G (t) = ln x (t + ∆t) − ln x (t) � [x (t + ∆t) − x (t)] /x (t)
(1)

and normalized (standardized) returns as

g(t) � [G (t) − 〈G〉] /σ, (2)

where σ ≡
√
〈G2〉 − 〈G〉2 is the standard deviation of G,

∆t is the time shift (in our case ∆t = 1), and 〈 . . . 〉 is the
average over studied time period.

Then, the time window is shifted along the time by a
predefined value, and the procedure is repeated until the
entire series is exhausted. Comparing the calculated mea-
sure of irreversibility (asymmetry) and the actual time se-
ries of DJIA, we can analyze changes of complexity in
the system. Our measures can be called indicators or pre-
cursors if they behave in a definite way for all periods
of crashes, for example, decreases or increases during the
pre-crash or pre-critical period. For our calculations time
frame with the length 500 and step 1 are seemed to be the
most reasonable parameters.
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2 Assessing financial crises throughout
irreversibility analysis

2.1 Irreversible complexity measures based on
Poincaré diagrams

The Poincaré diagram for the time series is a graph on the
x axis of which the normalized returns for current time g(t)
are plotted, and subsequent values g(t +1) on the y axis. In
Figure 1 the Poincaré diagram for the initial and shuffled
series of the DJIA is shown.

(a)

(b)

Figure 1: The Poincaré diagram (a) and the dependence
of the Costa‘s index that will be described further on time
and scale (b)

All consequent values that are equal to each other
(g(t) = g(t + 1)) are located on the line of identity (LI). In-
tervals, representing increasing in returns, above LI (g(t) <
g(t + 1)), whereas shortenings of two succeeding returns
represent points below this line (g(t) > g(t + 1)). By as-
sessing the asymmetry of points in the diagram, further,
we will present quantitative measures for varying degree
of irreversibility in the DJIA.

2.1.1 Guzik’s index

Guzik’s index (GI) was defined as the distance of points
above LI to LI divided by the distance of all points in

Poincaré plot except those that are located on LI [10, 24].
Specifically,

GI =

∑a
i=1

(
D+

i

)2∑m
i=1 (Di)2 , (3)

where a = C(P+
i ) means the number of points above

LI; m = C(P+
i ) + C(P−i ) means the number of points in

Poincaré plot except those which are not on LI; D+
i is the

distance of points above the line to itself, and Di is the dis-
tance of point Pi (g(i), g(i + 1)) to LI which can be defined
as

Di =
|g(i + 1) − g(i)|

√
2

. (4)

In fugure 2 is illustrated GI for two periods of the
DJIA.

As we can see from illustration above, GI for crashes
and critical events noticeably falling before deviant event
and rising during emerging crises, which makes it as an
excellent indicator-precursor of abnormal events.

2.1.2 Porta’s index

Porta’s index (PI) [13] was defined as the number of points
below LI divided by the total number of points in Poincaré
plot except those that are located on LI, specifically

PI =
b
m
, (5)

where b = C(P−i ) is the number of points below LI, and
m = C(P+

i ) + C(P−i ) is the total number of points below
and above LI.

In figure 3 is illustrated PI for two periods of DJIA.
As we can see, according to Porta’s index, irreversibil-

ity decreases during crash and critical events similarly to
previous index which makes it appropriate indicator.

2.1.3 Costa’s index

Costa’s index represents a simplified version of [24] where
number of increments (x(i + 1)− x(i) > 0) and decrements
(x(i + 1) − x(i) < 0) are taken into account. They are
presented to be symmetric if equal to each other. The pro-
cedure is implemented for coarse-grained time series. For
scale τ, we consider the time series Gτ = {g(i)} , g(i) =

x(i + τ)− x(i), 1 ≤ i ≤ N − τ. The Costa’s index [3], which
displays the asymmetry of the probability distribution of
positive and negative returns, is calculated by the formula:

CIτ =

∑N−τ
i=1 H

[
−g(i)

]
−

∑N−τ
i=1 H

[
g(i)

]
N − τ

. (6)

The generelized Costa’s index according to can be de-
fined as

CI =
1
L

L∑
τ=1

|CIτ|, (7)

where L is the maximal scale.
In figure 4 CI presents the similar pehavior for the two

periods of DJIA as in previous two measures.
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(a)

(b)

Figure 2: Guzik’s index with corresponding first (a) and second (b) periods of the DJIA time series

2.2 Complex network methods

Visibility graphs (VGs) are based on a simple map-
ping from the time series to the network domain ex-
ploiting the local convexity of scalar-valued time series
{xi | i = 1, . . . ,N} where each observation xi is a vertex in
a complex network. Two vertices i and j are linked by an
edge (i, j) if for all vertices k with ti < tk < t j the following
condition is applied [25]:

xk < x j + (xi − x j)
t j − tk
t j − ti

. (8)

This is, the adjacency matrix (Ai j) of the following
undirected and unweighted VG is presented as:

A(VG)
i j = A(VG)

ji =

j−1∏
k=i+1

H

(
xk < x j + (xi − x j)

t j − tk
t j − ti

)
, (9)

whereH(·) is the Heaviside function.
Horizontal visibility graphs (HVGs) provide a simpli-

fied version of this algorithm [26]. For a given time series,
the vertex sets of VG and HVG are the same, whereas the
edge set of the HVG maps the mutual horizontal visibility
of two observations xi and x j, i.e., there is an edge (i, j) if

xk < min(xi, x j) for all k with ti < tk < t j, so that

A(VG)
i j = A(VG)

ji =

j−1∏
k=i+1

H(xi − xk)H(x j − xk). (10)

VG and HVG capture essentially the same properties
of the system under study (e.g., regarding fractal proper-
ties of a time series), since the HVG is a subgraph of the
VG with the same vertex set, but possessing only a subset
of the VG’s edges. Note that the VG is invariant under a
superposition of linear trends, whereas the HVG is not.

Since the definition of VGs and HVGs takes the timing
(or at least time-ordering) of observations explicitly into
account, the direction of time is intrinsically interwoven
with the resulting network structure. To account for this
fact, we define a set of novel statistical network quantifiers
based on two simple vertex characteristics:

(i) As the number of edges incident to a given vertex
i can be defined as kr

i =
∑

j Ai j, for a (H)VG, we
rewrite this quantity for a vertex of time ti, regarding
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(a)

(b)

Figure 3: Dynamics of Porta’s index for first (a) and second (b) periods of DJIA time series

its past and future vertices (prices):

kr
i =

∑
j<i

Ai j, (11)

ka
i =

∑
j>i

Ai j, (12)

where ki = kr
i + ka

i , and kr
i with ka

i referred to as the
retarded and advanced degrees. As it is defined in
[12], following measures correspond to the in- and
out-degrees of time-directed (H)VGs.

(ii) The local clustering coefficient
Ci =

(
ki
2

)−1 ∑
j,k Ai jA jkAki is another vertex property

of higher order characterizing the neighborhood
structure of vertex i [27]. Similarly to (11) and (12),
for studying the connectivity due to past and future
prices, we rewrite the standard coefficient as the
retarded and advanced local clustering coefficients

Cr
i =

(
kr

i

2

)−1 ∑
j<i,k<i

Ai jA jkAki, (13)

Ca
i =

(
ka

i

2

)−1 ∑
j>i,k>i

Ai jA jkAki, (14)

According to graph-based method, we will utilize the
probability density functions (PDFs) of (11)-(14). If our

system is presented to be time-reversible, we conjecture
that probability distributions of forward and backward in
time characteristics should be the same. For irreversible
processes, we expect to find statistical non-equivalence.
According to [12], this deviation will be defined through
Kullback-Leibler divergence:

DKL(p ‖ q) =

N∑
i=1

p (xi) · log
p (xi)
q (xi)

, (15)

where, in our case, p responds to a distribution of the re-
tarded characteristics and q is of the advanced.

Figure 5 presents DKL measure for the distribution of
degrees and local clustering coefficients.

As it can be seen for figure 5 and b, both irreversibility
measures for degrees and local clustering decrease during
crashes and critical events which tells about luck of irre-
versibility during them. Also, it is shown in figure 4 that
the first period of the DJIA is presented to be more re-
versible as the distance between distribution of degrees is
close to zero for almost the entire period. Local clustering
coefficient is seemed to be more robust and informative
comparing to degree.
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(a)

(b)

Figure 4: Dynamics of Costa’s index for first (a) and second (b) periods of DJIA time series

2.3 Multiscale time irreversibility index

For the following procedure [24], first of all, we need to
construct goarse-grained time series which can be defined
as

yτ( j) =
1
τ

jτ∑
i=( j−1)τ+1

g(i), for 1 ≤ j ≤
N
τ
. (16)

Then, using a statistical physics approach, we make
the simplifying assumptions that each transition (increase
or decrease of yτ( j)) is independent and requires a specific
amount of “energy” E. The probability density function
of this class of system [28] can be assumed to follow ρ ∝
exp(−βE − γQ) where Q represents the non-equilibrium
heat flux across the boundary of the system, and β and γ
are the Lagrange multipliers derived from the constraints
on the average value of the energy E per transition and the
average contribution of each transition to the heat flux Q.

Since the time reversal operation on the original finan-
cial index time series inverts an increase to a decrease and
vice versa, the difference between the average energy for
the activation of information rate, i.e., 〈 βE + γQ〉yτ>0, and

the relaxation of information rate, i.e., 〈 βE + γQ〉yτ<0, can
be used as measurement of time reversal asymmetry.

Taking into consideration that the assumption of the
distribution function ρ links the energy to the empirical
distribution, we, following , define the next measure of
temporal irreversibility:

a(τ) =

∫ ∞
0

[
ρ(yτ) ln ρ(yτ) − ρ(−yτ) ln ρ(−yτ)

]2 dyτ∫ ∞
−∞

ρ(yτ) ln ρ(yτ)dyτ
(17)

The time series is called reversivle if a(τ) = 0.
Sometimes it is important for us to know not only the

degree of irreversibility but also whether it reversed in time
or not. For this purpose, we will replace equation (17) by
the following one:

A(τ) =

∫ ∞
0

[
ρ(yτ) ln ρ(yτ) − ρ(−yτ) ln ρ(−yτ)

]
dyτ∫ ∞

−∞
ρ(yτ) ln ρ(yτ)dyτ

(18)

The time series is said to be irreversible for all scale τ
if A(τ) > 0. In case when A(τ) = 0, the time series may be
reversible or not for scale τ.
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(a)

(b)

(c)

(d)

Figure 5: Dynamics of graph-based time irreversibility
measures for the first (a, b) and second (c, d) periods of
DJIA time series

For the analysis of discrete values, equation (18) can
be presented as:

Â(τ) =

∑
yτ>0 Pr(yτ) ln

[
Pr(yτ)

]∑
yτ Pr(yτ) ln

[
Pr(yτ)

] − ∑
yτ<0 Pr(yτ) ln

[
Pr(yτ)

]∑
yτ Pr(yτ) ln

[
Pr(yτ)

] .
(19)

The generalized multiscale asymmetry index (AI) is
defined as the summation of Â(τ) obtained for a predefined
range of scales, i.e.,

AI =

L∑
τ=1

Â(τ). (20)

The figures illustrate that time series are significantly
irreversible. For initial time series (for approximately 5-
10 scales), the transition of prices is presented to be re-
versible (symmetric). After it, transitions presented to be
asymmetric. Draws attention and noticeable unevenness
introduced measures, which correlate with the fluctuations
of the input time series. Identifying significant changes in
the time series and comparing them with the correspond-
ing changes of non-reversible measures of complexity, it
is possible to construct the corresponding indicators.

2.4 Time series irreversibility measure based on
permutation patterns

The idea of analyzing the permutation patterns (PP) was
initially introduced by Bandt and Pompe [29] to provide
researchers with a simple and efficient tool to character-
ize the complexity of the real systems dynamics. With
respect to other approaches, as entropies, fractal dimen-
sions, or Lyapunov exponents, it avoids amplitude thresh-
old and instead dealing with casual values inhereted from
time series dynamics, deals with ordinal permutation pat-
terns [30]. Their frequencies allow us to distinguish deter-
ministic processes from completely random.

The calculations of PP assume that the time series is
partitioned with the embedding dimension dE (number of
elements to be compared) and the embedding delay τ (time
separation between elements). In our opinion, dE ∈ {3, 4}
and τ ∈ {2, 3} are the best parameters that encapsulate all
the necessary quantitative information.

Further, all embedded patterns are assigned to their or-
dinal rankings. As an example, let us consider a fragment
of the DJIA time series for period 18.08.2015-26.08.2015:

X = {17511.34, 17348.73, 16990.69, 16459.75,
15871.35, 15666.44, 16285.51}.

According to mentioned steps, we will construct em-
bedded matrix of overlapping column vectors with dE = 3
and τ = 2. Our sampled data is partitioned as follows:

XdE ,τ
t =

17511.34 16990.69 15871.35
17348.73 16459.75 15666.44
16990.69 15871.35 16285.51

 . (21)

After it, our time-delayed vectors are mapped to per-
mutations or ordinal patterns of the same size. Our exam-
ple consists 3! = 6 different ordinal patterns in total:

π1 = {0, 1, 2}
π2 = {0, 2, 1}
π3 = {1, 0, 2}
π4 = {1, 2, 0}
π5 = {2, 0, 1}
π6 = {2, 1, 0}
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(a)

(b)

(c)

Figure 6: Dynamics of asymmetry index for first (a) and second (b) periods.

As an example, the corresponding permu-
tation of the first column from (21) would be
φ([17511.34, 17348.73, 16990.69]) = 210 since
x(3) ≤ x(2) ≤ x(1). Therefore, after mapping from
the time-series data into a series of permutations

(φ : RdE → S dE ), we obtain the ordinal matrix:

2 2 1
1 1 0
0 0 2

 . (22)
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(a)

(b)

Figure 7: Dynamics of permutation-based time irreversibility measure for first (a) and second (b) periods.

Finally, the probability of each pattern is calculated as

p(π) =
#{t ≤ N − (dE − 1)τ, φ(XdE ,τ

t ) = π}

N − (dE − 1)τ
, (23)

where # {·} denotes the cardinality of a set, and permuta-
tion entropy is calculated regarding a probability distribu-
tion P, whose elements pi ≡ p(πi) are the probabilities
associated with the ith permutation pattern, i = 1, . . . , dE!:

S [P] = −

dE !∑
i=1

pi log2 pi. (24)

Interesting for us time irreversibility of permutation
patterns is not related on (24), but on the probability distri-
bution of ordinal patterns. That is, we find probabilities of
finding corresponding ordinal patterns for both initial and
reversed times series. Correspondingly, if both types have
approximately the same probability distributions of their
patterns, time series is presented to be reversible and the
opposite conclusion for the other case.

The difference between distributions of direct time se-
ries (Pd) and reversed (Pr) can be estimated with equation
(15).

From the presented figures it can be seen that as finan-
cial crisis comes, the distance between two distributions

becomes more close to zero, denoting that those period is
less irreversible and efficient. Moreover, in this case we
see that DKL for permutaiton patterns acts as a measure
of complexity. The dynamics before crisis events starts
do decrease, presenting trend to be more predictable, and
after them it increases, demonstrating the increasing com-
plexity.

3 Conclusions

Financial systems does not always evolve with precisely
the same values. Instead, their prices increase or decrease
over time due to different market conditions, political, and
economical situations in concrete countries or in the word.

In this work we have presented how to deal with (sta-
tistical) time irreversibility, varying over time. Using the
time series of Dow Jones Industrial Average index and the
sliding window procedure, first of all, we have presented
our classification of crisis events in DJIA index, and we
have constructed econophysical and econometrical indi-
cators of financial crashes and critical events. Our study
affirms ranging degrees of irreversibility in DJIA stock in-
dex. Some of its periods of existence are presented to be
more irreversible comparing to others. Namely, periods of
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financial stress are characterized by higher irreversibility
and, thus, by increasing predictability and less efficiency.
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Abstract. The overview of the country’s trade with all the continents during the period of 2000-2019 is given.
The description of the commodity structure of exports/imports of goods, with particular attention to the indus-
trial products, is followed by the detailed analysis of Ukraine’s foreign trade in 2020. The decrease in Ukraine’s
foreign trade in 2020 by 6.4% is fully consistent with the projected WTO reduction of world trade in 2020 by
9.2%. Although COVID-19 had negative impact on Ukraine’s trade with the EU and the EAEU, it contributed
to closer trade ties with Asia, improving Ukraine’s trade balance. The government and the national business
elite should aim at solving the problems of increasing the volume and improving the commodity structure of
Ukraine’s foreign trade with emphasis on the development of transport system for exporting agricultural and
food products to the developed countries of the West and to the prospective economies of the East and the
South. It is essential, on the one hand, to focus on the inflows of FDI and their appropriate use, and, on the
other hand, on Ukraine’s participation in the formation of GVCs, global production networks. In the condi-
tions of the Fourth industrial revolution, the economy finds itself transformed due to the fundamental changes.
The optimization of foreign trade relations of Ukraine will not only improve the economy, but also enable the
country to become a better functioning element of the global economic system.

1 Introduction

The globalization of the world economy intensifies the
processes of international division of labor, causing trans-
formations in the directions and intensity of trade flows be-
tween countries. The severe competition for resources, the
need to preserve the environment, and the Fourth Indus-
trial Revolution, as well as the global challenges, e.g. the
Crisis of 2008-2009, sanctions policy, COVID-19 [1, 2],
require the states to adapt their production and, conse-
quently, foreign economic activities to meet the new re-
quirements, created by the specific development of the
global processes [3]. Timely understanding of the new re-
quirements and making appropriate decisions are the im-
peratives for any country to survive and function in the
global economic system.

The conclusions of the classical, neo-classical, as well
as modern international trade theories are gaining new in-
sights nowadays since foreign trade is the key factor influ-
encing economic growth not only of separate states, but re-
gional blocks (e.g., USMCA, EU, ASEAN, EAEU, etc.),
transcontinental coalitions (e.g., Transatlantic Trade and
Investment Partnership, Regional Comprehensive Eco-
nomic Partnership, etc.), as well as the global economy
as a whole [4–7].

That is why, in our opinion, the optimization of for-
eign trade relations of Ukraine is of vital importance since
it will not only improve the country’s economy, but also

∗e-mail: svitrad98@ukr.net
∗∗e-mail: ivanusus@gmail.com

enable Ukraine to become a better functioning element of
the global economic system [8]. Our hope is that Ukraine
will be able to adapt to the new realities and become a
more confident and sufficient player of the modern world
economy – an open complex stochastic nonlinear system,
the elements of which are highly interconnected and inter-
dependent [9–20].

The methodological basis of the research is the sys-
temic approach combined with the historical and logical
methods, as well as the method of comparative statistics
analysis, based on the data provided by the State Statis-
tics Service of Ukraine and the State Customs Service of
Ukraine.

The paper comprehensively examines three interre-
lated aspects of Ukraine’s foreign trade: 1) the geograph-
ical expansion, i.e. its globalization; 2) the development
of its commodity structure, i.e. its specialization; 3) the
impact of COVID-19 on it.

Ukraine’s economy is shrinking, but more developed
countries have it worse. The country’s biggest stroke of
luck is that industries that suffered most from COVID-19
– tourism, petroleum production, services, and manufac-
turing – don’t dominate the economy [21]. Ukraine’s main
sectors like agriculture (40% of export) and metallurgy ei-
ther escaped unscathed or even grew [22]. COVID-19 con-
tributed to solving the topical problem of the large trade
deficit of Ukraine [23] since in 2020 the negative balance
of trade is more than twice less than in 2019. At the same
time COVID-19 has had negative impact on Ukraine’s eco-
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nomic relations with both – the EU and the EAEU – and
positive impact on those with the Asian economies.

The objective of the paper is to demonstrate the pe-
culiarities of Ukraine’s adaptation to global challenges by
providing the detailed analysis of Ukraine’s merchandise
trade with the purpose of improving the country’s foreign
economic activity.

2 Overview of Ukraine’s intensity of trade
flows of goods with continents in the
21st century

Over the past 20 years Ukraine has made some progress in
terms of expanding the geography of its trade. Since one
of the key peculiarities of the economy is that the share of
trade in goods in all trade in goods and services makes up
for more than 80% [23], we will focus on the analysis of
exports and imports of goods.

The official site of the State Statistics Service pro-
vides data for the analysis of the dynamics of geograph-
ical structure of Ukraine’s exports of goods (table 1) and
imports of goods (table 2).The dynamics of Ukraine’s ex-
ports/imports of goods is calculated as the change in the
ratio of volume of goods taken at the particular year –
2005, 2010, 2015, 2019 to 2000 since the benchmark year
adopted for our analysis is 2000. For example, table 1 in-
dicates that Ukraine’s exports of goods to Europe in 2005
increased 2.32 times compared to 2000, in 2010 – 2.95, in
2015 – 2.83, and in 2019 – 5.71 times. In 2019 the share
of exports of the Ukrainian goods to Europe was 53.6%
of total merchandise exports of Ukraine. Thus, the Euro-
pean countries are the main consumers of the Ukrainian
products.

The exports of Ukraine’s goods to Asia are character-
ized by the following dynamics: in 2005 they grew 2.47
times compared to 2000, in 2010 – 3.95, in 2015 – 3.56, in
2019 – 4.79 times (table 1). In 2019 the share of Ukraine’s
exports of goods to the Asian countries reached 33.37% of
all the Ukrainian merchandise exports. Moreover, in 2010
the share of Ukraine’s exports of products to Europe and
Asia was nearly the same – 42% of the Ukrainian goods to
each continent, but in 2019 Europe took the leading role
with nearly 56% while Asia received 33% of Ukraine’s
commodities. Still, the analysis of table 1 allows to con-
clude that the Asian countries are important partners for
Ukraine.

It is interesting to note that Ukraine’s exports of prod-
ucts to the African countries in 2005 increased 3.27 times
compared to 2000, in 2010 – 4.13, in 2015 – 5.2 times
while the country’s exports of goods to the American
countries in 2005 rose 1.5 times compared to 2000, in
2010 – 1.64, 2015 – 0.65 times. In 2005 Ukraine’s mer-
chandise exports to Australia and Oceania grew 1.96 times
compared to 2000, in 2010 – 4.06 times. Considering
Ukraine’s trade with Africa, it is obvious that Ukraine’s
potential is to be fulfilled yet. At the same time trade rela-
tions of Ukraine with the American countries demonstrate
that their role as consumers of the Ukrainian goods is de-
clining. To sum up, Europe and Asia consumed 86.97% of
Ukrainian goods in 2019, Africa – 9.97%.

Table 1. Dynamics of geographical structure of Ukraine’s
exports of goods, 2000–2019, based on [24]

Total,
including the
undistributed

goods

CIS

Other
countries

of the
world

EU

2000 14572.5 4459.7 10112.8 4576.3
2005 34228.4 10531.1 23697.3 10293.3
2010 51405.2 18740.6 32664.6 13085.3
2015 38127.1 7806.1 30321.0 13015.2
2019 50054.6 — — 20750.7
2015
/2000,

%
261.6 175.0 299.8 284.4

TOTAL EUROPE ASIA
mln
USD %

mln
USD %

mln
USD %

2000 10111.9 100 4680.2 46.28 3475.7 34.37
2005 23696.2 100 10881.4 45.92 8576.0 36.19
2010 32592.1 100 13829.6 42.43 13715.4 42.08
2015 30229.7 100 13248.3 43.83 12378.9 40.95
2019 49884.0 100 26739.5 53.60 16646.1 33.37
2015/
2000,

%
299.0 283.1 356.2

2019/
2000,

%
493.3 571.3 478,9

AFRICA AMERICA
AUSTRALIA

and
OCEANIA

mln
USD %

mln
USD %

mln
USD %

2000 731.5 7.23 1217.5 12.04 7.0 0.08
2005 2393.9 10.10 1831.2 7.73 13.7 0.06
2010 3018.7 9.26 2000.0 6.14 28.4 0.09
2015 3803.3 12.58 785.6 2.60 13.6 0.04
2019 4971.5 9.97 1467.9 2.94 59.0 0.12
2015/
2000,

%
519.9 64.5 194.3

2019/
2000,

%
679.6 120.6 842.9

Let’s have a closer look at the dynamics of geographi-
cal structure of Ukraine’s imports of goods, presented in
table 2. The analysis of Ukraine’s imports of products
from Europe indicates that the country’s imports from the
European states in 2005 increased 2.94 times compared to
2000, in 2010 – 4.64 times, in 2015 – 3.87 times, in 2019 –
8.81 times. Merchandise imports from Asia to Ukraine in
2005 grew 5.56 times compared to 2000, in 2010 – 11.9,
in 2015 – 8.59, in 2019 – 20.65 times.

As table 2 shows, the share of imports commodities
from Europe to Ukraine in 2000 was 72.75% while in 2019
it was 62.58% of total merchandise imports of Ukraine.
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Table 2. Dynamics of geographical structure of Ukraine’s
imports of goods, 2000–2019, based on [24]

Total,
including the
undistributed

goods

CIS

Other
countries

of the
world

EU

2000 13956.0 8029.6 5926.4 4047.7
2005 36136.3 16988.3 19148.0 12211.3
2010 60742.2 26697.4 34044.8 19151.4
2015 37516.4 10485.5 27030.9 15330.2
2019 60800.2 — — 25012.2
2015
/2000,

%
268.8 130.6 456.1 378.7

TOTAL EUROPE ASIA
mln
USD %

mln
USD %

mln
USD %

2000 5926.3 100 4311.5 72.75 842.3 14.21
2005 19147.5 100 12666.4 66.15 4685.5 24.47
2010 34043.0 100 20004.5 58.76 10023.3 29.44
2015 27008.9 100 16665.3 61.70 7235.7 26.79
2019 60730.1 100 38001.9 62.58 17394.5 28.64
2015/
2000,

%
455.7 386.5 859.0

2019/
2000,

%
1024.8 881.4 2065.1

AFRICA AMERICA
AUSTRALIA

and
OCEANIA

mln
USD %

mln
USD %

mln
USD %

2000 136.4 2.30 581.4 9.81 54.7 0.93
2005 426.2 2.23 1265.5 6.61 103.9 0.54
2010 874.4 5.57 2879.4 8.46 261.4 0.77
2015 601.7 2.23 2336.6 8.65 169.6 0.63

e 2019 819.2 1.35 4397.7 7.24 116.8 0.19
2015/
2000,

%
441.1 401.9 310.1

2019/
2000,

%
600.6 756.4 213.5

At the same time, the share of imports of goods from the
Asian countries to Ukraine in 2000 was 14.21%, and in
2019 reached 28.64% of total imports of products. Thus,
the analysis of trade relations of Ukraine with the Asian
countries suggests that their role as suppliers of goods for
Ukraine is becoming more important. However, it should
be noted that Ukraine has been having negative balance of
trade in goods with Europe since 2005 (–1785 mln USD),
which has grown to – 11262.4 mln USD in 2019, while
the trade balance of Ukraine with Asia had been posi-
tive throughout the analyzed period up until 2019 when
it became negative(–748.4 mln USD). So, up until 2019

Ukraine’s trade in goods with both – Europe and Asia
didn’t contribute to solving the problem of decreasing the
large trade deficit of the country [23].

Imports of products from America to Ukraine in 2005
increased 2.18 times, in 2010 – 5 times, in 2015 – 4 times,
in 2019 – 7.56 times. The share of imports from the Amer-
ican countries in 2019 was 7.24% of total imports of goods
of Ukraine. Nevertheless, goods imports from Africa to
Ukraine in 2005 rose 3.12 times, in 2010 – 6.41 times, in
2015 – 4.41, in 2019 – 6 times.

It should be underlined that the trade balance of goods
of Ukraine with the African countries is positive, while
with those of America – negative. Merchandise imports
from Australia and Oceania to Ukraine in 2005 grew 1.9
times compared to 2000, in 2010 – 4.8, in 2015 – 3.1, in
2019 – 2.1 times. Ukraine’s trade with Africa and espe-
cially Australia and Oceania has not been developed – the
turnover of goods between Ukraine and those continents
is not significant. To sum up, the European countries re-
main the main suppliers of goods for Ukraine; however,
the Asian ones steadily improve their positions.

3 Ukraine’s trade specialization and its
deindustrialization

Let’s have a closer look at the commodity structure of ex-
ports during the period of 2016-2019 (table 3).

As table 3 shows, the exports of Ukraine are formed
by the following main product groups: I. Live animals and
livestock products; II. Plant products; III. Animal or plant
fats and oils; IV. Finished food industry products; V. Min-
eral products; VI. Products of chemical and allied indus-
tries; XV. Base metals and preparations thereof; XVI. Ma-
chines, equipment and mechanisms, electric and technical
equipment; XVII. Ground, air and water transport facili-
ties. The linear regression trend model of the relationship
between the two variables – the time and the size of goods
is calculated by the method of least squares. The results
presented in the tables 3 and 4 are based on the Microsoft
Excel program. The pair linear regression is applied in the
research. The models enable the economic interpretation
and the analysis of the current economic situation, as well
as the suggestions on the ways for its improvement.

During the period under review, the share of “I. Live
animals and livestock products” grew from 2.13% to
2.55% of Ukraine’s merchandise exports (table 3). There
was also an increase in the share of “II. Plant products”
from 22.26% to 25.8%. However, the share of merchan-
dise exports of “III. Animal or plant fats and oils” de-
creased from 10.9% to 9.45% and “IV. Finished food in-
dustry products” – from 6.74% to 6.43%.

Thus, in 2019 the share of food and agricultural prod-
ucts was 44.23% of all exports of goods of Ukraine. More-
over, as table 3 indicates “V. Mineral products”, “VI. Prod-
ucts of chemical and allied industries”; “XV. Base metals
and preparations thereof” accounted for 34.07% of all mer-
chandise exports in 2019.

It should be emphasized that all the above described
product groups (I, II, III, IV, as well as V, VI, XV) are
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Table 3. Dynamics of commodity structure of volume (mln USD) and share (%) of Ukraine’s exports of goods, 2016–2019, based on
[24]

MAIN COMMODITY GROUPS 2016 2017 2018 2019

I. Live animals and livestock products 775.0 1108.8 1210.6 1277.0
2.13 2.56 2.55 2.55

Volume trend y = 160.78x + 690.9

II. Plant products 8093.7 9215.7 9886.1 12914.5
22.26 21.3 20.89 25.8

Volume trend y = 1513.3x + 6244.3

III. Animal or plant fats and oils 3963.0 4605.7 4496.5 4732.2
10.9 10.65 9.5 9.45

Volume trend y = 219.84x + 3899.8

IV. Finished food industry products 2450.1 2826.7 3018.6 3220.4
6.74 6.53 6.38 6.43

Volume trend y = 250.28x + 2253.3

V. Mineral products 2728.8 3947.7 4339.6 4866.5
7.5 9.12 9.16 9.72

Volume trend y = 680.5x + 2269.4

VI. Products of chemical and allied industries 1558.2 1660.6 1871.3 1930.8
4.29 3.84 3.95 3.86

Volume trend y = 132.85x + 1423.1

XV. Base metals and preparations thereof 8338.9 10124.6 11632.7 10255.7
22.93 23.4 24.58 20.49

Volume trend y = 725.85x + 8273.4
XVI. Machines, equipment and mechanisms,
electric and technical equipment

3637.9 4276.8 4654.7 4464.4
10.0 9.89 9.83 8.92

Volume trend y = 285.74x + 3544.1

XVII. Ground, air and water transport facilities 555.7 625.9 669.3 882.3
1.53 1.45 1.41 1.76

Volume trend y = 102.32x + 427.5

TOTAL EXPORTS 36361.7 43264.7 47335.0 50054.6
100 100 100 100

considered to be low value-added and their total share in
2019 was 78.3% of all Ukraine’s goods for exports.

The analysis of the Ukrainian exports and imports of
the selected industrial goods – “XVI. Machines, equip-
ment and mechanisms, electric and technical equipment”
and “XVII. Ground, air and water transport facilities” –
demonstrates that in exports of Ukraine the share of those
groups of goods in all the exports of goods is decreasing
(in 2016 – 11.53%, in 2019 – 10.68%) while the share of
those groups of goods in all the imports of goods is in-
creasing (in 2016 – 27.64%, in 2019 – 32.04%).

As the analysis of tables 3 and 4 suggests, Ukraine
is in a state of economic decline and deindustrialization.
According to Viktor Halasiuk, the country has to use the
available resources to become a world leader in certain
niches. So, it is necessary to develop the sectors Ukraine
can quickly scale by several times [25]. In this regard,
we believe that the first and foremost factor of catching-
up development is the state itself interested in improving
competitiveness of its economy in the global market.

Thus, the reindustrialization should be reviewed with
the objective of identifying the nature of commodity im-
ports of Ukraine and manifest itself in the increase in its
commodity exports of industrial goods. Finally, Ukraine’s
quick and careless participation in globalization, orga-

nized according to the recommendations of the Washing-
ton Consensus, has brought negative results, i.e. the large
trade deficit, the drastic decline of its high tech production,
orientation of the country’s economy development primar-
ily on agricultural and food production, on the extraction
of raw materials, their primary processing. Consequently,
the great number of highly skilled professionals could not
find job corresponding to their qualifications, and the ma-
jority of them was forced either to work in trade or to
emigrate abroad. Overcoming negative tendencies in the
economy of Ukraine requires the refusal of the recommen-
dations of the Washington Consensus, above all of the ne-
oliberalism ideology, forming their basis and contradicting
the main postulate of adhering to justice in the world.

G. Gereffi noted that the Washington Consensus model
of development, which held away from the mid-1980s
through the mid-2000s, is a nation-state-centered view of
the global economy, in which countries are the primary
units of analysis in international production and trade.
Then, the scholar emphasized that “the GVC framework
fundamentally challenges this view of the global economy
and it provides a different interpretation of the key drivers
of change over the past four decades [26]. GVCs account
for around half of world trade today. On the one hand,
GVC participation is determined by factor endowments,
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Table 4. Dynamics of commodity structure of volume (mln USD) and share (%) of Ukraine’s imports of goods, 2016–2019, based on
[24]

MAIN COMMODITY GROUPS 2016 2017 2018 2019

I. Live animals and livestock products 626.3 731.5 918.0 1071.5
1.6 1.47 1.61 1.76

Volume trend y = 152.21x + 456.3

II. Plant products 1284.8 1368.0 1529.2 1794.6
3.27 2.76 2.67 2.95

Volume trend y = 169.06x + 1071.5

III. Animal or plant fats and oils 246.0 266.6 267.4 253.3
0.63 0.54 0.47 0.42

Volume trend y = 2.27x + 252.65

IV. Finished food industry products 1734.0 1935.0 2340.9 2616.6
4.42 3.9 4.09 4.3

Volume trend y = 305.37x + 1393.2

V. Mineral products 8495.0 12504.7 14191.9 12984.6
21.64 25.21 24.82 21.36

Volume trend y = 1515.6x + 8255.1

VI. Products of chemical and allied industries 5619.5 6545.9 7058.3 7483.4
14.32 13.2 12.34 12.3

Volume trend y = 610.41x + 5150.8

XV. Base metals and preparations thereof 2306.5 3012.8 3575.2 3650.7
5.88 6.07 6.25 6.0

Volume trend y = 459.5x + 1987.6
XVI. Machines, equipment and mechanisms,
electric and technical equipment

7889.4 9902.6 11955.2 13312.8
20.1 19.96 20.91 21.9

Volume trend y = 1832.3x + 6184.3

XVII. Ground, air and water transport facilities 2959.5 4182.1 4554.0 6162.8
7.54 8.43 7.96 10.14

Volume trend y = 998.18x + 1969.2

TOTAL EXPORTS 39249.8 49607.2 57187.6 60800.2
100 100 100 100

geography, market size, and institution; on the other hand,
these fundamentals alone need not dictate destiny since
policies to attract FDI can remedy the scarcity of capital,
technology, and management skills [27]. In our opinion,
the development of industry requires the expansion of de-
mand for products, the improvement of the rules to access
the markets, the diversification of the geographical direc-
tions and commodity structure of the industrial exports.

In order to solve the problems of increasing the vol-
ume and improving the commodity structure of Ukraine’s
foreign trade, firstly, it is essential to focus on the inflows
of FDI and their appropriate use, and, secondly, on the
active involvement in global value chains and production
networks on regional and global levels. These actions will
promote the formation of the socio-market economy in
Ukraine, the knowledge economy, approval of justice and
high technology, the economy which enables to keep the
environment in the parameters required for the functioning
of the ecosystem and for preventing climatic disasters on
regional and global levels.

4 World trade in 2020

World trade in 2020 marked a significant decline as the
result of countries’ measures to combat the spread of

COVID-19. The most significant reduction occurred in
the second quarter of 2020, when compared to the sec-
ond quarter of 2019, the value of world trade decreased
by 21% [28]. For comparison, the decline in the value of
trade in goods during the financial crisis was deeper (in the
second quarter of 2009 there was a decline of 33%).

In terms of monthly indicators, the value of world trade
in goods decreased by 23% in April 2020 compared to
April 2019 and by 26% in May (monthly estimates are
based on data from 72 countries, which accounted for 92%
of world trade in goods). In the third quarter of 2020, the
volume of trade in goods increased by 11.6% compared
to the previous quarter. Despite this growth, the value of
trade in July-September was 5.6% lower than in the same
period of 2019. This improvement has taken place largely
as the European countries began to ease restrictive mea-
sures. At the same time some of the Asian states saw a
slight increase, reflecting different pandemic trajectories
in different regions.

The actual dynamics has led the World Trade Organi-
zation to revise its own forecast of the world trade in 2020
for the better. If in April 2020, according to the optimistic
scenario, a reduction of 12.9% was forecast, and accord-
ing to the pessimistic scenario by 31.9%, in the October
forecast the WTO estimates a decrease in world trade in
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goods at 9.2% [29]. Thus, the updated forecast is better
than the optimistic scenario, which is evidence for better
adaptation of the world trade processes in the conditions of
pandemic caused by the COVID-19 than it was expected
in April.

According to WTO forecasts, Asian countries will
come out of the crisis faster than countries in the other
regions. At the end of 2020, their exports are projected to
decline by 4.5% and imports by 4.4%, while European ex-
ports will decline by 11.7% and North American countries
by 14.7%. Imports from European countries will decrease
by 10.3% and from North America by 8.7%. It should
be noted that the WTO made its forecast before the data
for the three quarters of 2020 were obtained, according
to which the volume of world trade in goods was lower by
8.2% comparing with the same period of 2019. The sooner
the effects of the COVID-19 can be overcome, the greater
will be the resumption of world trade and the return of the
world to the track of globalization, which in the context of
shifting the emphasis from globalization to regionalization
is important [30].

5 Foreign trade in goods of Ukraine in
2020

Following the results of 2020, the value of foreign trade in
goods of Ukraine decreased by 6.4% compared to the same
period of 2019 [31]. The decline was mainly due to reduc-
tion in imports of goods by 10.3%, while their exports de-
creased by 1.7%. Thus, shrinking Ukraine’s foreign trade
is in a better state in comparison with the WTO’s projected
reduction for the world trade in 2020.

As in the rest of the world, the main reduction dur-
ing 2020 occurred in April and May, when the turnover
decreased compared to the corresponding months of 2019
by 17.4% and 27.3%, while for the period from January to
March the reduction was 1%, and for the period from June
to December, turnover dropped by 4% (figure 1). Signifi-
cantly, the reduction in the value of trade was due to lower
prices, as the physical volume of foreign trade in 2020 de-
creased by 4.7%.

Turnover in April 2020 was 1.6 bln USD less than in
March and amounted to 7.3 bln USD. It was even lower in
May – 6.9 bln USD. In the second half of 2020 it began
to show steady growth. In June it rose to 7.4 bln USD,
in July – to 8.3 bln USD, in August – to 8.7 bln USD, in
September – to 8.9 bln USD, in October – to 9.6 bln USD,
in November – to 10.1 bln USD and in December – to
10.7 bln USD (figure 2). Higher rates of decline in imports
of goods in comparison with exports of goods resulted in
more than two times reduction of the negative balance in
foreign trade. If the negative balance for 2019 was 10.4
bln USD, then in 2020 it decreased to 5 bln USD. Exports
of goods for 2020 compared to 2019 dropped by 0.8 bln
USD and amounted to 49.2 bln USD.

Moreover, during the fall of 2020, we observed the ten-
dency of exports growth compared to the fall of 2019. In
September the exports increased by 2.8%, in October – by
1.4% and in November – by 9.1%. In December, export

growth was more significant and amounted to 18.5% (fig-
ure 1) – the fact demonstrates the gradual resumption of
economic activity in the main markets for domestic prod-
ucts.

It should be noted that the reduction in 2020 was
formed by lower revenues from exports of metals and
metal products; goods of this group decreased by 1.2 bln
USD, which was 11.7% lower than at the same period last
year. At the same time exports of fuel and energy products
dropped (by 307 mln USD or 35.6%), as well as machin-
ery, equipment and transport (by 98 mln USD or 1.8%).
However, exports of mineral products increased by 772
mln USD, or 19.3%. Exports of food products and agricul-
tural products also increased by 49 mln USD or 0.2%. De-
spite a slight increase, the share of this sector in the com-
modity structure of exports increased more significantly. If
in 2019 the share of food products and agricultural prod-
ucts in the commodity structure was 44.3%, in 2020 it in-
creased to 45.1%. At the same time during this period the
share of metals and metal products decreased from 20.5%
to 18.4%. These two product groups account for almost
two thirds of total exports of goods from Ukraine (table 5).

Table 5. Commodity structure of Ukraine’s foreign trade in
2020, bln USD

Industry Export Import
Food and agricultural products 22,2 6,5
Mineral products 4,8 0,6
Fuel and energy products 0,6 8,0
Chemical industry products, rubber 2,7 10,8
Textiles, footwear 0,9 2,7
Metals and articles thereof 9,1 3,2
Machinery, equipment and transport 5,4 18,6
Other goods 3,5 3,8

The analysis indicates that the level of reduction in the
value of exports was similar to the level of reduction in
its physical volumes (decreased by 1.5%). This is largely
due to the fluctuations in prices for main product groups of
Ukraine’s exports. It’s worth to underline that price trends
had different directions.

If prices for the agricultural exports increased (as a
result, when the value of exports of goods of this group
increased by 0.2%, their physical volumes decreased by
9%), while prices for the other goods mostly fell. It is due
to the decline in prices for chemical products that the in-
crease in the physical volume of their exports by 24.9% in
value brought much lower growth (by 2.3%).

Although the decline in world metal prices resulted in
the reduction of the value of exports of this product group
by 14.5%, their physical volumes remained at the level of
the previous year. Prices for machine-building products
were more stable. With the decrease in the physical vol-
ume of exports of goods in this group by 5,8%, value re-
ceipts from them fell by 1.8%.

Imports of goods in 2020 compared to 2019 decreased
by 6.2 bln USD to 54.2 bln USD. The decline in imports
was largely due to reduction in Ukraine’s spending on fuel
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Figure 1. Dynamics of commodity foreign trade of Ukraine in 2020, %

Figure 2. Foreign trade commodity turnover of Ukraine in 2020, bln USD

and energy products by 4.2 bln USD, as well as machinery,
equipment, transport (by 2 bln USD).

It’s necessary to mention that during this period, im-
ports of food and agricultural products increased by 759
mln USD. These changes resulted in the growth of the
share of food and agricultural products in the commod-
ity structure of imports by 2.5 percentage points with the
decrease in the share of fuel and energy products by 5.5
percentage points, while the share of other industries re-
mained unchanged.

The leading role in the commodity structure of imports
is played by machinery, equipment and transport (34.3%
of total imports), chemical products (20%) and fuel and
energy products (14.7%). These three product groups ac-
count for almost 70% of total imports of goods to Ukraine.

In contrast to the physical volumes of exports, which
remained almost unchanged, the physical volumes of im-
ports of goods decreased by 11.8%. The largest decrease
in physical volumes took place in imports of hides, furs
and fur products (by 24.4%), but due to the relatively small
share of goods in this group in total imports, this did not
have a significant impact. Greater impact on the overall
indicator had decrease in imports of machinery, equip-
ment and transport (by 15.8%) and chemical products (by
15.7%).

The physical volumes of imports of fuel and energy
products also decreased by 15.1%, while the value of im-
ports of this commodity group decreased by 34.6%. This
reduction was caused by significantly lower prices for
goods in this group. Thus, the price of natural gas imports
for 2019 was 282 USD per ton, and for 2020 it was just
219 USD per ton. The cost of a ton of crude oil imports in
2019 was 513 USD, and for the same period in 2020 – 328
USD.

In the geographical structure of Ukraine’s commodity
foreign trade in 2020, the leading partner of Ukraine was
the EU (calculations include the UK). However, the EU
countries’ share decreased from 41.9% in 2019 to 41% in
2020. This change was due to the reduction in the value of
trade by 8.4%. As table 6 indicates, the EU is Ukraine’s
largest trading partner in both exports of goods (37.8% of
total exports) and imports (43.8% of total imports).

Contrary to the general trend, the decline in exports to
the EU countries was faster than in imports. According to
the results of 2020, exports to them decreased by 10.2%,
or 2.1 bln USD up to 18.6 bln USD, while imports fell by
1.8 bln USD or 6.9% to 21.3 bln USD. The reduction in
exports to the EU was based on the decline in the supply
of vehicles and spare parts to them by 1.4 bln USD (or
81.6%) and industrial goods by 653 mln USD (or 5.7%).
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Table 6. Geographical structure of Ukraine’s commodity
exports and imports in 2020, %

Export Import
EU 37,8 43,8
China 14,4 15,3
EAEU 9,2 14,6
Turkey 5,0 4,4
Other countries 33,6 21,9

At the same time exports of food products and beverages
showed the increase of 76 mln USD (or 1.8%). It should
be noted that in December 2020, compared to December
2019, exports of goods from Ukraine to the EU increased
by a quarter.

Somewhat similar situation was observed in the dy-
namics of imports from the EU countries. The reduction of
imports of fuels and lubricants by 1.4 bln USD or 42.7%,
vehicles by 542 mln USD or by 15.5% and capital equip-
ment (except for transport) by 326 mln USD or 6.4% oc-
curred with the parallel increase in imports of food and
beverages by 354 mln USD or 16.4%.

The share of the Eurasian Economic Union (EAEU)
countries in Ukraine’s trade turnover also decreased from
14.9% in 2019 to 12% during 2020. The rate of reduction
in trade was higher than in trade with the EU and amounted
to 24.5%. This was largely due to the 28.7% reduction in
trade with the Russian Federation. At the heart of this re-
duction is the decrease of 1.4 bln USD (or 35.3%) in im-
ports from Russia of fuels and lubricants. Despite this re-
duction, the goods of this group account for 56.7% of total
imports from the Russian Federation. In general, imports
from the EAEU countries decreased by 29.1%.

The rate of decline in exports to the EAEU countries in
the 2020 was lower than imports from them and amounted
to 15% or 798 mln USD. This was largely due to lower (by
576 mln USD) volumes of industrial supplies.

If during 2020 Ukraine’s trade with the EU countries,
as well as with the EAEU countries, decreased, the dynam-
ics of trade in goods with the other countries increased.
The trade turnover with them increased by 875 mln USD
(or by 1.8%) due to the growth in exports by 2.1 bln USD
(or 8.6%), while imports fell by 1.2 bln USD (or 5%). It
is important to stress that exports from Ukraine to China
almost doubled (growth was 97.7%), which contributed to
the increase in the share of this country in the geographical
structure of Ukraine’s foreign trade to 14.9% (14.4% in ex-
ports and 15.3% in imports). Higher export growth rates,
while declining imports to countries other than the EU and
the EAEU, contributed to the increase in the trade surplus.
If in 2019 the positive trade balance with the countries, ex-
cept EU and EAEU, was 0.2 bln USD, then in 2020 it was
3.5 bln USD.

The increase in the trade surplus with the countries
other than the EU and the EAEU was due to the improving
negative trade balance with China – from -5.6 bln USD
to -1.2 bln USD – due to this fact the negative balance
in trade with the Asian countries of 0.8 bln USD in 2019
was changed to the positive balance in 2020 in the amount

of 3.1 bln USD, while maintaining positive trade balance
with the African countries of 3,2 bln USD. Considering the
negative trade balances with both unions – the EU with 5.1
bln USD and the EAEU with 3,4 bln USD – Ukraine’s fo-
cusing on the improving the dynamics of increasing trade
with the other countries can be viewed as positive factor
that contributes to the partial compensation of the negative
balance in trade with both the EU and the EAEU. It is also
essential to develop the transport system for increasing the
exports of agricultural and food products. So, COVID-19
has become a new challenge for the structure of Ukraine’s
foreign trade, and the national economy’s prospects will
depend largely on the level of the international technolog-
ical competitiveness of the country [32, 33].

6 Conclusions

Europe was 53.6% of total merchandise exports of
Ukraine. The European countries are the main consumers
of the Ukrainian products.

Europe and Asia consumed 86.97% of Ukrainian
goods in 2019, Africa – 9.97%. The role of the Asian
countries as suppliers of goods for Ukraine is becoming
more important. Ukraine has been having the negative bal-
ance of trade in goods with Europe since 2005 (–1785 mln
USD), which has grown to – 11262.4 mln USD in 2019,
while the trade balance of Ukraine with Asia had been pos-
itive throughout the analyzed period up until 2019 (–748.4
mln USD). The trade balance of goods of Ukraine with
the African countries is positive, and with those of Amer-
ica – negative. The share of imports from the American
countries in 2019 was 7.24% of total imports of goods of
Ukraine.

The analysis of the Ukrainian exports and imports of
the selected industrial goods – “XVI. Machines, equip-
ment and mechanisms, electric and technical equipment”
and “XVII. Ground, air and water transport facilities” –
demonstrates that in exports of Ukraine the share of those
groups of goods in all the exports of goods is decreasing
(in 2016 – 11.53%, in 2019 – 10.68%) while the share of
those groups of goods in all the imports of goods is in-
creasing (in 2016 – 27.64%, in 2019 – 32.04%).

The reduction in the value of world trade in the 2020
due to the COVID-19 pandemic was not as significant as
after the global crisis of 2008–2009. During 2020 the
WTO improved its forecast for the dynamics of world
trade in 2020. The decrease in Ukraine’s foreign trade in
2020 by 6.4% is fully consistent with the projected WTO
reduction of world trade in 2020 by 9.2%. During the last
two months of 2020, for the first time since the beginning
of COVID-19, the growth in the value of trade turnover
of Ukraine was recorded compared to the same months of
the previous year, which indicates a gradual resumption of
foreign trade in the context of easing quarantine restric-
tions. The reduction in the value of foreign trade in 2020
by 6.4% with the fall in their physical volume by 4.7%
indicates the prevailing trend of the decline in the prices.
The world oil prices fell which resulted in the decrease
of 34.6% in the cost of imports of fuel and energy prod-
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ucts, while reducing purchases of their physical volumes
by 15.1%.

The prices for agricultural and food products in-
creased, which resulted in the growth in the value of trade
in these goods by 2.9% while reducing their physical vol-
ume by 8.3%. So, one of the prospects is the development
of the country’s transport system for exporting agricultural
and food products. Despite the general trend of declin-
ing trade, exports from Ukraine to China have doubled,
leading to the increase in China’s role in Ukraine’s econ-
omy. The reduction of trade with the countries of the EU
and the EAEU is observed against the background of the
increased trade with the other countries, which, provided
that the trade surplus is maintained, contributes to improv-
ing Ukraine’s balance of payments.

Finally, COVID-19 demonstrated that agricultural and
food products are of primary importance during the chal-
lenging times. In 2020 Ukraine improved trade with the
Asian countries, especially China; however, the rise of the
prices for the agricultural and food products makes it log-
ical for the future of Ukraine to pay more attention to the
development of the transport system in order to increase
their exports to the developed countries of the West and to
the prospective economies of the East and the South.
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(Zemědělská Ekonomika) 55, 211 (2009)

[5] S. Sen, Economics Working Paper Archive 635,
Levy Economics Institute (2010)

[6] S.K. Gnangnon, The Journal of International Trade
& Economic Development 29, 211 (2020)

[7] A.U. Santos-Paulino, The Journal of International
Trade & Economic Development 26, 693 (2017)

[8] W. Leontief, A. Strout, Multiregional input-output
analysis, in Structural interdependence and eco-
nomic development, edited by T. Barna (Palgrave
Macmillan, 1961), pp. 119–150, ISBN 978-1-349-
81634-7

[9] L. von Bertalanffy, General System Theory. Foun-
dations, Development, Applications (Braziller, New
York, 1969), ISBN 0807604534

[10] G.J. Klir, An Approach to General Systems Theory
(Van Nostrand Reinhold Co, 1969)

[11] L. Friendshuh, L. Troncale, Identifying Fundamental
Systems Processes for a General Theory of Systems
(GTS), in Proceedings of the 56th Annual conference,

International Society for the Systems Sciences (ISSS)
(2012), p. 23

[12] V. Soloviev, A. Belinskiy, Communications in Com-
puter and Information Science 1007, 276 (2019)

[13] V. Soloviev, A. Bielinskyi, V. Solovieva, CEUR
Workshop Proceedings 2393, 434 (2019)

[14] V. Soloviev, N. Moiseienko, O. Tarasova, CEUR
Workshop Proceedings 2393, 905 (2019)

[15] V. Soloviev, N. Moiseienko, O. Tarasova, Communi-
cations in Computer and Information Science 1175
CCIS, 231 (2020)

[16] V. Soloviev, A. Bielinskyi, O. Serdyuk, V. Solovieva,
S. Semerikov, CEUR Workshop Proceedings 2732,
455 (2020)

[17] V. Soloviev, V. Solovieva, A. Tuliakova, A. Hostryk,
L. Pichl, CEUR Workshop Proceedings 2713, 53
(2020)

[18] V. Soloviev, O. Serdiuk, S. Semerikov, A. Kiv,
CEUR Workshop Proceedings 2713, 21 (2020)

[19] A. Bielinskyi, S. Semerikov, O. Serdyuk,
V. Solovieva, V. Soloviev, L. Pichl, CEUR Workshop
Proceedings 2713, 372 (2020)

[20] V. Derbentsev, S. Semerikov, O. Serdyuk,
V. Solovieva, V. Soloviev, E3S Web of Confer-
ences 166, 13031 (2020)

[21] S. Semerikov, S. Chukharev, S. Sakhno, A. Striuk,
V. Osadchyi, V. Solovieva, T. Vakaliuk, P. Nechy-
purenko, O. Bondarenko, H. Danylchuk, E3S Web
of Conferences 166, 00001 (2020)

[22] N. Datskevych, Netherlands ’will pay the price’ for
blocking Turkish visit – Erdoğan (2020), https://
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Abstract. The article considered the assessment of the sustainability of the export flow of Ukraine. It was
determined that the markets of Slovakia, the Russian Federation, Germany, Poland and Lithuania possess long-
term memory. Also, the main factors that affect the sustainability of export have been analyzed. Among cultural
factors, a weak correlation was demonstrated by Long Term Orientation, Indulgence and Power Distance ac-
cording to the Geert Hofstede method. At the same time, the cultural patterns according to the S. H. Schwartz
method did not show a correlation with the long-term memory of product export. On the stability of the export
flow, the role of the linguistic distance and the factor of the diaspora presence have been assessed. It was proved
that the gravitational effect has the greatest impact on the stability of export; Power Distance, linguistic distance
and the factor of the diaspora presence have the negligible impact as well.

1 Introduction

International trade in its nature is a self-organizing system
under the influence of international politics, the politics of
national states, the politics of international organizations,
the politics of individual market entities, etc.

The influence of the international trade entities forms
the cycles and trends in the market. Thus, even at first
sight, the unstable markets, with a high level of price
volatility and a wide range of trade volumes, in fact, may
have a clear trade structure, which is subject to the sea-
sonality factors, economic cycles within the country and
international policies of their states.

To estimate the factor of a long-term memory, the mar-
ket uses fractal analysis, which allows one to find patterns
that cannot be estimated by the traditional statistical meth-
ods. And so that, to understand the trends that actually ex-
ist on the market, as well as factors that have a latent effect
on the export of the products, which forms the relevance
of this work.

2 Methodology

Fractal analysis is used to assess the stability of export
flows taking into account the influence of cyclical factors.
This method was founded by H. E. Hurst [1] and based
by R/S analysis technique. R/S analysis reveals patterns
to detect regularities and long-term memory in conditions
where traditional methods do not allow it.

Using a temporal analysis approach, B. Mandelbrot
[2], and later E. Peters [3] discovered the effect of long-
term memory in the stock markets. The stock market has
been proven to have a long-term memory.
∗e-mail: Kainara1992@gmail.com
∗∗e-mail: kalyuzhnaya.ju@gmail.com

E. Peters identified 3 types of markets, depending on
the indicator that the Hurst coefficient took [3]:

• 0 ≤ H < 0.5 – fractal market with an antipersistent
series – these markets are characterized by unstable dy-
namics and the tendency of the indicator to the “aver-
age” value;

• H = 0.5 – efficient market (EMH), where prices are set
according to the theory of E. F. Fama;

• 0.5 > H ≥ 1 – fractal market with a persistent series.
These markets are characterized by a stable trend and
long-term memory.

Since the volume of sales depends on the price of the
product, this indicator can be used to analyze the level of
stability in the market.

Data for R/S analysis was taken from UN Comtrade
Database [4]. The sampling interval for the analysis was
from January 01, 2010 to December 31, 2020: monthly in-
dicators. This sample was determined due to the fact that
the average economic cycle in the world lasts 10 years.
However, since at the time of submitting the work to the
editorial office, there are no data for October 01, 2020 –
December 31, 2020, they were predicted using a simple
moving average. Upon that, the deviation of the Hurst co-
efficient from the real one will not exceed 1%, which will
insignificantly affect the results of the work.

For R/S analysis the following algorithm was used [5]:

1. Conversion of the time series in the logarithmic
number:

ti = ln
xi

xi−1
, i = 2 . . . n (1)

2. Finding the divisor for dividing a logarithmic series
into k intervals with b number of elements in each
interval.

© The Authors, published by EDP Sciences. This is an open access article distributed under the terms of the Creative Commons Attribution License 4.0
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Table 1. The results of assessing the export flow to Ukraine’s
main trading partners

Country Hurst coefficient
Fractal market with persistence of trends

Slovak Republic 0,9427
Russian Federation 0,9422
Germany 0,8939
Poland 0,8593
Lithuania 0,8537
Belarus 0,8316
United States 0,8303
Romania 0,8067
Georgia 0,7641
Moldova 0,7371
Bulgaria 0,7327
Hungary 0,7327
Chile 0,709
Brazil 0,6968
Azerbaijan 0,6949
Iran, Islamic Republic 0,6906
Sweden 0,6828
Italy 0,6795
Egypt, Arab Republic 0,6762
Spain 0,6761
France 0,6739
Turkey 0,6725
Armenia 0,6587
China 0,6479
Algeria 0,6271
Canada 0,6266
Austria 0,6238
Kazakhstan 0,612

Effective market (EMH)
Jordan 0,5984
Israel 0,5979
United Kingdom 0,5927
Albania 0,5909
Ireland 0,5809
Japan 0,5793
Mexico 0,5742
Denmark 0,5705
Greece 0,5683
Estonia 0,5672
Finland 0,5619
Portugal 0,552
New Zealand 0,535
Latvia 0,4946
Fractal market with anti-persistence of trends
Argentina 0,4348
Australia 0,4197
Peru 0,4106
South Africa 0,4078

3. Finding the average value of the interval:

S i =
1
b

b∑
i=1

ti (2)

Table 2. The gravity effect between Ukraine and main trading
partners

Country Gravity coefficient
Albania 34,8575
Algeria 35,8521
Argentina 33,654
Armenia 34,3709
Australia 34,5056
Austria 38,6596
Azerbaijan 35,2912
Belarus 38,4896
Brazil 35,469
Bulgaria 36,8507
Canada 36,1735
Chile 33,0968
China 38,5091
Denmark 37,9589
Egypt, Arab Republic 36,7419
Estonia 35,9915
Finland 38,009
France 39,1631
Georgia 34,7596
Germany 40,554
Greece 37,2181
Hungary 37,9761
Ireland 36,7848
Israel 37,1875
Italy 39,2376
Japan 36,9915
Jordan 34,9293
Kazakhstan 35,7818
Latvia 36,5566
Lithuania 37,7291
Mexico 35,0504
Moldova 36,9715
New Zealand 32,3209
Peru 33,0756
Poland 39,5154
Portugal 35,2591
Romania 37,9941
Russian Federation 40,5115
Slovak Republic 37,3133
South Africa 34,0342
Spain 37,8024
Sweden 38,4725
Turkey 38,9623
United Kingdom 39,0992
United States 38,522

4. Finding the accumulated deviation from the average
value for each value and series:

Xi,k =

b∑
i=1

(
ti − ti

)
(3)

5. Calculating the range for each interval:

Rk = max(Xi,k) −min(Xi,k) (4)
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Table 3. Correlation analysis of the impact of cultural factors on export sustainability

Hurst co-
efficient

Power
Distance

Individualism Masculitinity Uncertainty
Avoidanance

Long Term
Orientation

Indulgence Gravity
Effect

Hurst coefficient 1
Power Distance -0,333 1
Individualism -0,111 0,75 1
Masculitinity 0,039 0,1 0,3 1
Uncertainty
Avoidanance

-0,207 0,66 0,6 0,2 1

Long Term Orien-
tation

-0,451 0,24 0,1 -0,1 0,1 1

Indulgence -0,394 0,5 0,4 0,16 0,5 0,6 1
Gravity Effect 0,594 0,1 0,3 0,1 0,1 -0,4 -0,2 1

6. Calculating the standard deviation for each interval:

S k =

√∑b
i=1 (ti − ti)

2

b − 1
(5)

7. Finding the normalized range for the interval:

R/S k =
Rk

S k
(6)

8. Finding the average value of the normalized range
over all intervals:

R/S =
1
k

k∑
i=1

Ri (7)

9. Calculating the standard error:

V =
R/S
√

b
(8)

10. Doing subsequent iterations of the algorithm in-
creasing the number of b values in intervals.

Selecting the b values was carried out according to
the principle: 3 months (quarterly cycle of com-
panies), 6 months (half-year cycle of companies),
12 months (annual cycle of companies), 24 months
(two-year cycle), 40 months (average duration of the
economic cycle in the Ukrainian economy).

3 Literature review

Today, the fractal analysis is used mainly for analyzing
the characteristics of the stock market and predicting price
trends [6–9] and less often for forecasting the market [10–
14]. First of all, it is necessary to highlight the work of
T. Ikeda [6], who conducted the fractal analysis of the
main stock markets of the world and proved the presence
of fractality in them. This is the opinion of R. F. Mulligan
in his work [7].

In the work of M. Frezza, S. Bianchi and A. Pianese
[15], the authors use the fractal analysis capabilities to
track propagation waves of the COVID-19 crisis. In the
work of M. Karpiarz, P. Fronczak and A. Fronczak [16],

the fractal analysis was used to interpret the distance coef-
ficient in the distance of the gravity model.

However, scientists practically did not use the fractal
analysis to assess the export flow, which significantly lim-
its the understanding of the foreign trade trends.

4 Impact and sustainability of export flows

The analysis of trends in the international trade in Ukraine
shows that in 2019 the main partner in the export of prod-
ucts is the European Union, China, Russia, Turkey. The
share of the Russian Federation in the export of products
has been steadily decreasing over the past 6 years, which
may indicate, at first sight, the instability of trade between
the countries. Herewith, the trade with the EU and the
PRC in the initial analysis of the data indicates stable dy-
namics [4].

The results of assessing the export flow using the R/S
analysis are shown in table 1. The source of information
is the UN Comtrade Database [4].

Also, despite a significant decrease in trade between
the Russian Federation and Ukraine, the trade relations be-
tween the countries remain significant. The reason for this
is the preservation of economic relationships that have ex-
isted since the USSR, cultural closeness, high gravitational
influence of the Russian economy and low language barri-
ers.

Further, it is worth noting the almost identical Hurst
coefficient for Poland and Lithuania. This may indicate
the preservation of the relationships between the countries,
which has existed since the times of the Polish-Lithuanian
Commonwealth. The high Hurst coefficient for Germany
can be explained by the gravitational influence of the econ-
omy on Ukraine.

In the international trade, the gravitational effect lies
in the hypothesis that trade volumes depend on the level
of their GDP and are inversely proportional to the distance
between the countries. To assess the gravitational effect
between the given countries, a modified J. Tinbergen for-
mula was taken [17]:

Mi j = log
Y j · Yi

D2
i j

(9)

where Mi j — attraction of two countries,
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Table 4. Assessment of linguistic distance and diaspora factor

Country Level of
English
knowledge
[23]

Diaspora
factor
[24]

Total

Australia 1 0 1
Austria 0,623 0 0,623
Azerbaijan 0,432 0,5 1,932
Argentina 0,566 0 0,566
Armenia 0,494 0,5 1,994
Belarus 0,513 0,5 2,013
Bulgaria 0,579 0 1,079
Brazil 0,49 0,5 0,99
United Kingdom 1 0 1
Hungary 0,598 0,5 1,098
Germany 0,616 0,5 1,116
Greece 0,578 0 0,578
Georgia 0,503 0,5 1,003
Egypt, Arab Republic 0,437 0 0,437
Ireland 1 0 1
Spain 0,537 0,5 1,037
Italy 0,547 0,5 1,047
Kazakhstan 0,412 0,5 1,912
Canada 1 0,5 1,5
China 0,52 0 0,52
Latvia 0,555 0,5 2,055
Lithuania 0,57 0,5 2,07
Moldova 0,589 0,75 2,339
Poland 0,596 0,75 1,846
Portugal 0,618 0,5 1,118
Russian Federation 0,512 0,75 2,262
Romania 0,589 0,5 1,089
Slovak Republic 0,577 0,5 1,577
United States 1 0,5 1,5
Turkey 0,465 0 0,465
France 0,559 0 0,559
Sweden 0,625 0 0,625
Estonia 0,566 0,5 2,066
South Africa 0,607 0 0,607
Japan 0,487 0 0,487
Finland 0,613 0 0,613
Albania 0,445 0 0,445
Algeria 0,442 0 0,442
Denmark 0,632 0 0,632
Chile 0,532 0 0,532
Mexico 0,440 0 0,440
Peru 0,482 0 0,482
New Zealand 1 0 1
Jordan 0,456 0 0,456

Y j, Yi — GDP of the countries i and j,
D2

i j — distance between the capitals of the countries.
The results of the gravitational effect assessment are

shown in table 2. The source of information is the World
bank database [18] and the Distance database [19].

Germany and the Russian Federation have the greatest
gravitational effect on the Ukrainian economy. It is also
worth noting the high gravitational influence of other EU

countries on the economy of Ukraine, primarily France,
Poland and Sweden. At the same time, the United States of
America, although locates at a considerable distance from
Ukraine, has an equal comparable to neighboring Belarus.

The second factor that affects the long-term memory
of product exports is cultural factors. These include both
cultural patterns and language barriers, as well as the pres-
ence of a diaspora in the partner country.

G. Hofstede [20] and S. H. Schwartz [21] indicators
will be used to assess the cultural barriers. To assess the
cultural difference between the countries, it is necessary to
calculate the difference between the corresponding indica-
tor for Ukraine and the partner country:

CDi j = |CHi −CH j|, (10)

where CDi j – cultural distance between the countries i and
j;

CHi and CH j – G. Hofstede or S. H. Schwartz indica-
tor for countries i and j.

The correlation analysis for indicators of gravity effect
and cultural distance is shown in table 3.

The average correlation effect between the stability of
export and the gravitational effect of 0,5939, as well as
a weak influence between the Hurst coefficient and Long
Term Orientation, Indulgence and Power Distance is pre-
served.

The presence of a negative correlation between indi-
vidual cultural patterns confirms the thesis about the in-
fluence of cultural distance on the long-term memory of
product exports. At the same time, the pattern of long-term
“Long Term Orientation and Indulgence” has the great-
est influence, which indicates the best interaction in ex-
port transactions between people of similar nature. As for
the weak inverse correlation of Power Distance and Hurst
coefficient, we can say that company employees prefer to
work more with countries with similar governments and
distance from society.

At this, there is no correlation between the Hurst co-
efficient and S. H. Schwartz indicators. Linguistic factors
and factors of the presence of a common diaspora also af-
fect the stability of export. Let’s consider this factor. As
a methodology for assessing the impact of linguistic dis-
tance and the presence of a diaspora, we use the approach
proposed by L. Vlasenko [22].

The factor of knowledge of the English language was
taken as a factor in assessing the linguistic distance. The
EF EPI rating was used to assess the level of knowledge of
the English language [23].

Table 5. Linguistic distance and diaspora factor correlation
analysis

Hurst coefficient Linguistic dis-
tance and di-
aspora factor

Hurst coefficient 1
Linguistic
distance and
diaspora factor

0,460836 1
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Table 6. The results of the regression model

Coefficient Standard error t-Statistic P-Value Lower 95% Upper 95%
Hurst coefficient -0,67428 0,26512 -2,54331 0,014951 0,033937 0,228792
Gravity coefficient 0,034611 0,00742 4,661742 3,46·10−55 -1,21011 -0,13845
Power distance -0,00152 0,000632 -2,41061 0,020613 0,019606 0,049617
Linguistic distance and diaspora factor 0,131365 0,048206 -0,0028 -0,00025

Moreover, in the countries where knowledge of the
language is native, the indicator equals to 1. As for the
diaspora, based on Ethnologue data [24] the indicator of
the diaspora presence was assigned a value of 0 (in the ab-
sence of a significant common diaspora), in the presence
of a significant common diaspora a value of 0,5, and in the
presence of very significant common diaspora a value of
0,75.

The results of assessing the indicator of linguistic dis-
tance and the diaspora factor are shown in table 4.

The results of the correlation analysis are shown in ta-
ble 5.

Thus, a correlation index of 0,46 indicates the presence
of an average correlation between the linguistic distance
and diaspora factor and with the Hurst coefficient. Conse-
quently, the level of knowledge of the English language in
a society affects the size of the cultural barriers that arise
in trade. And in the context of globalization, an increase
in the level of English proficiency in society will allow the
formation of stable ties in trade, which will positively af-
fect the trade flow.

Further, based on the factor of culture, gravitational
impact, linguistic distance and diaspora, let’s conduct a re-
gression analysis to identify the level of influence of each
of the indicators on the level of stability.

Thus, there is an average correlation between the grav-
ity coefficient and the Hurst coefficient, the weak correla-
tion between the Hurst coefficient and the Power Distance,
and the linguistic distance and the diaspora factor. The re-
sults of a regression model building are shown in table 6.

Thus, all indicators are statistically significant. And
the given t-statistic values are above the critical value of
2,039.

The indicators of the regression model quality are
shown in table 7.

Table 7. Quality indicators of the regression model

Indicator Value
Multiple R 0,723433
R Square 0,523355
Adjusted R Square 0,487607
Standard Error 0,095665
Fisher criterion 14,63998263
Approximation index 14,64%

As a result, the data presented indicate the statistical
significance of the regression model. In fact, the Fisher’s
criterion is higher than the critical value (2,911). At the
same time, the approximation indicator is 14,64%, which
indicates the high quality of the model. To assess the level

of influence of factors on the Hurst coefficient, an elasticity
analysis has been performed.

The results are shown in table 8.

Table 8. The elasticity analysis

Indicator Level of 1%
variation

Gravity factor 1,846%
Power distance 1,843%
Linguistic distance and diaspora factor 0,194%
Other factors 0,979%

Thus, the analysis showed that cultural factors have the
same influence as the factors of gravitational influence on
long-term memory in export shipments. At the same time,
the linguistic distance and the factor of the presence of
a diaspora in the country have an insignificant effect on
long-term memory.

This suggests that Ukraine’s export instead of eco-
nomic factors and economic benefits is more susceptible
primarily to personal connections and preferences of the
management of firms and managers who are engaged in
the foreign economic activity.

5 Conclusion

As a result of the conducted study, it was established, first
of all, that Ukraine’s export supplies to the main partner
countries are subject to fractality, which indicates the pres-
ence of a long-term memory in the market. Exports to the
Russian Federation are indicative, the share of which in
the total export structure was significantly reduced after
2014. However, despite this, a large number of companies
still supply their products to the Russian market and de-
pend on the economic processes that are taking place in
the Russian Federation. At the same time, a high level of
a long-term memory of export trade is also observed with
the EU countries and the USA.

In this case, the size of the country’s GDP and the
proximity of its location have the greatest influence on the
level of fractality, which was calculated using the Gravity
factor. An interesting result is the fact that cultural affin-
ity between countries plays an almost identical role to that
of the Gravity factor. At the same time, the presence of
a diaspora, as well as the level of knowledge of the En-
glish language in society, has little effect on the level of a
long-term memory.

This trend is more negative than positive. The high
level of dependence on key partner countries with a similar
culture indicates the inability of Ukrainian management to
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quickly navigate the constantly changing economic envi-
ronment and get significant benefits from trading with new
partners, giving preference to the old ones. As a result,
Ukraine loses significant export benefits.

To improve this situation, it is necessary to train to in-
crease the level of cross-cultural management of the com-
panies and management of the foreign economic activity.
This will help lower cultural barriers and, consequently,
the level of fractality of markets, which will increase the
efficiency of export trade. As for the knowledge of the
language, as practice shows, the majority of foreign eco-
nomic activity managers in Ukraine know English, which
significantly reduces the level of linguistic barriers in the
export deliveries.
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Abstract. The research material proposes the use of decision support information-analytical technology in
discharge military personnel employment, which, in contrast to the usual processing of survey results, makes it
possible to obtain more information for decision-making. Adherence to such an approach in the development of
public administration mechanisms increases the likelihood that in the case of their implementation in the country
there will be positive changes, as they will indirectly take into account the availability of necessary resources.
Information and analytical technology to support decisions in the field of labor economics substantiates the
development of the example of discharged military personnel social welfare. According to the content, the
developed decision support information-analytical technology in the field of labor economics provides for the
following components: formation of social protection mechanisms; development of a questionnaire on the use
of the appropriate mechanism; statistical analysis of survey results (generation of empirical distributions of
answers to questions relative frequencies; comparison of answers medians; correspondences analysis; factor
analysis; analysis of hierarchies); meaningful interpretation; decision making.

1 Introduction

Labor is a complex and multifaceted phenomenon that
plays a particularly important role both in the life of so-
ciety and the individual, because this very concept is in-
separable from human life. By changing the environment
in the process of work and adapting it to their needs, peo-
ple not only ensure their existence, but also create condi-
tions for the development and progress of society. Labor
is one of the most important forms of self-expression, self-
actualization and human selfimprovement.

Military service is also a type of labor, the problems of
which are devoted to many scientific studies. For exam-
ple, the conscription forces young men to serve in the mil-
itary, irrespective of their opportunity costs. As Paul Bin-
gley, Petter Lundborg and Stéphanie Vincent Lyk-Jensen
say “The opportunity costs of conscription are borne by
men with the best labor market prospects” [1].

During hostilities, the number of servicemen who re-
tire and have to apply to public employment service cen-
ters to find a new job. A significant part of this category of
people has the desire and ability to create their own busi-
ness and do business. However, in most of them the rele-
vant competencies are not developed.

∗e-mail: medvidmm@ukr.net
∗∗e-mail: ipaplin7@gmail.com
∗∗∗e-mail: trubavina@gmail.com
∗∗∗∗e-mail: ibritchenko@gmail.com
†e-mail: liutyy@ukr.net

In order to prevent the growth of social tension in soci-
ety, to employ of this category of people, and to ensure the
creation of new jobs for them, mechanisms for public man-
agement of human resources with military competencies,
including training, retraining and advanced training need
to be defined. According to Henry J. Meyer and Erwin O.
Smigel “fully understand this joblessness, it is necessary
to study the types of unemployed veteran” [2].

Ignoring this problem, increasing the level of poverty
of the Ukraine population, deteriorating socio-economic
conditions of human development at the end of hostilities
may increase migration, in particular, the part of the pop-
ulation with developed military competencies, as well as
lead to creation of private military companies in Ukraine
that deliver combat services to other states.

2 Intent of the research justification

Based on the needs of society, the development (improve-
ment) of mechanisms of retired military personnel social
welfare is substantiated, as well as determined their advan-
tages and disadvantages. These include [3, 4]:

• the state management mechanism of development of the
military instructor social institution;

• the state management mechanism of ex-servicemen re-
training and their support in creation their own business
and running business;

© The Authors, published by EDP Sciences. This is an open access article distributed under the terms of the Creative Commons Attribution License 4.0
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• the state management mechanism of social welfare of
ex-servicemen through rehabilitation and employment
abroad.

Decision-making on the allocation of resources for the
functioning of the above mechanisms is a difficult task and
it requires the development of information and analytical
technology to support decisions on social welfare of mili-
tary personnel. Among the publications there are many de-
voted to decisions support information and analytical tech-
nologies in the field of labor economics [5, 6]. However,
their use to solve this problem is unacceptable.

3 Results and discussion

In order to determine the advantages in the functioning
of one or another of the mechanisms suggested above, a
questionnaire for military personnel was developed. The
servicemen were invited to act as an expert and evaluate
the options for the formation (development) of social wel-
fare mechanisms for retired servicemen.

We developed a military personnel questionnaire to de-
termine the advantages in the functioning of one or an-
other of the mechanisms suggested above. And we invited
the acting servicemen to expert and evaluate the options
for the formation (development) of social welfare mecha-
nisms for the retired military personnel.

Scenario № 1, The type of mechanism is “the state
management mechanism for development of the military
instructor social institution”. It is characterized by the
influence on the formation of the public good “military
security” through the human resources for combat activ-
ities formation and development (military-patriotic edu-
cated youth, the formation in another state population the
military competencies (participation in the officers’ train-
ing, including reserve officers’ training program, NCO
training program, in the developing of primary military
competencies within “The Motherland Defense” subject in
secondary schools and other subjects in military lyceums
and lyceums with enhanced military and physical train-
ing)). The advantage of this type is that it requires mini-
mum costs.

Scenario № 2, The type of mechanism is “the state
management mechanism for ex-servicemen retraining and
their support in creation their own business and running
business”. It is characterized by affecting the state socio-
economic development, creating new enterprises that leads
to the creation of new jobs that can be allocated to ex-
servicemen, including those who became disabled while
participating in hostilities and affecting the formation of
the public good “military security” with the deductions.
But there is and disadvantage of this type as it requires
significant funding.

Scenario № 3, The type of mechanism is “the
state management mechanism for social welfare of
ex-servicemen through rehabilitation and employment
abroad”. It is characterized by affecting the reduction of
social tensions in society by reducing the cost of social
welfare, reducing unemployment (used in the absence of
sufficient conditions for the functioning of mechanisms№

1 and № 2, or when it is impossible cover all persons in
need of such social welfare). But there is and disadvan-
tage of this type as there is a threat to the State secrecy and
loss of human resources by the state, which can be used in
the future in combat operations.

Scenario № 4, The type of mechanism is “there is no
need to develop any of these mechanisms”. It is char-
acterized in, that the shortcomings of social adaptation
of servicemen traditional institutional mechanisms are ex-
plained by foreign scientists mainly for two main reasons.
First, they respond to challenges rather than anticipate
them, and second, the traditional system turns a service-
man into a passive recipient of benefits and services, a kind
of “gift set” from the State.

The servicemen evaluated the proposed options on a
ten-point scale from 1 – “not important” to 10 – “very im-
portant” in response to questions:

1) provided that all the proposed opportunities exist -
what exactly did you use when you were released to
the reserve (according to priorities)?;

2) evaluate each of the proposed options in terms of the
need to form a public good “military security”;

3) evaluate each of the proposed options in terms of the
need for economic development of the state;

4) evaluate each of the proposed options in terms of the
need to ensure the security of the state as a whole (so-
cial, economic, military, demographic, State secrecy);

5) provided that all the proposed options exist, predict the
quality of implementation of each in our country;

6) estimate the cost of the state for each of the options (10
– the least, 1 – the most).

X = (xnkl), (1)

where xnkl – the number of points awarded by the service-
man by number n (n = 1, ..., 40); focusing on the criterion
k (k = 1, ..., 6); in relation to the choice of specialty l.

The following criteria were used:
C1 – the ability to choose any of the four mechanisms;
C2 – the need for the formation of the public good

“military security”;
C3 – economic development of the state;
C4 – ensuring state security;
C5 – an idea of the quality of each of the four mecha-

nisms implementation;
C6 – government spending on the implementation of

each mechanism.
The purpose of the application of the criteria is to link

the solution of the problem of choosing the mechanism
to the state and professional self-determination for further
employment. The following professions were chosen: in-
structor; entrepreneur; mercenary; also, the fourth variant
is considered – not professionally defined.

Let’s perform a statistical analysis of the criteria. To
do this, we regroup the data of the matrix X by combining
the columns of occupations into one for each criterion. We
obtain a matrix
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Y = (yi j), i = 1, ..., 160; j = 1, ..., 6. (2)

Diagrams (figures 1-6) of empirical distribution of rel-
ative frequencies of responses according to the criteria re-
lated to the mechanisms of state management for military
personnel social welfare on a ten-point scale.

2 4 6 8 10

5

10

15

20

Points

%

Figure 1. Criteria C1
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Figure 2. Criteria C2

In figures 1-6 it is presented the empirical distribution
of the results of a survey of 40 retired servicemen (sample
size is equal to 160), according to 6 criteria provided that
the specialties are combined on a ten-point scale.

The following can be said about the peculiarities of the
six given empirical criteria allocating.

Despite the presence of significant differences in the
answers, they are characterized by categorical of answers
for the lowest and highest scores. For example, when it is
asked about the possibility of choosing any of the four spe-
cialties, points 1 and 10 were asked by 14.4% and 22.5%
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Figure 3. Criteria C3
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Figure 4. Criteria C4

of respondents (figure 1). Points 1 and 10 were given by
11.9% and 20% of respondents, realizing the need to form
a public good “military security” (figure 2). Points 1 and
9 were given by 17.5% and 20.6% of respondents, in an-
swers to questions about state security (figure 4).

It should be noted that there was a significant percent-
age of respondents with neutral responses (5 points). So,
5 points were given by 15% of respondents by criterion
C3 (figure 3), 14.4% of respondents by criteria C5, C6.
The significance of the neutral nature of the answers to
the criteria can be verified using Student’s t-test or by its
non-parametric alternative – the Kolmogorov-Smirnov cri-
terion [7, 8].

A complete description of the median responses of ser-
vicemen comparison is given in table 1.

We advance a number of hypotheses that the medians
Me(y∗, j1),Me(y∗, j2) do not differ in pairs by 5% (p=0.05).

3

SHS Web of Conferences 107, 05001 (2021) https://doi.org/10.1051/shsconf/202110705001
M3E2 2021



2 4 6 8 10

8

10

12

14

Points

%

Figure 5. Criteria C5

2 4 6 8 10

5

10

15

Points

%

Figure 6. Criteria C6

That is:

H0 : Me(y∗, j1) − Me(y∗, j2) = 0, (3)

H1 : Me(y∗, j1) − Me(y∗, j2) , 0 (4)

where j1 , j2, j1, j2 = 1, ..., 6.
Since the variables C are measured on an ordinal

scale, to test hypothesis (3-4) we use the nonparametric
Wilcoxon test [8, 9].

The averages and the magnitude of variation for the
vectors of the statistical population given by the matrix
Y are calculated and constructed in the program STATIS-
TICA. The results are presented graphically in figure 7.

We apply correspondence analysis [9].
In the table 2 it is shown a fragment of the frequency

matrix obtained by the transition from frequencies (results
of questionnaire processing) to particulars.

According to the table, using the tools of associative
(corresponding, relevant) analysis [9], we establish asso-

Table 1. The results of variable check C1, . . . , C6 by Wilcoxon
test (calculated by the authors)

Pairs variates W p-value
C1 & C2 2032.5 0.4474
C1 & C3 3013 0.5503
C1 & C4 3371.5 0.4956
C1 & C5 6001.5 0.0262
C1 & C6 5700 0.9445
C2 & C3 2287.5 0.6950
C2 & C4 2815 0.7784
C2 & C5 5749.5 0.0020
C2 & C6 5544.5 0.6186
C3 & C4 2999 0.7270
C3 & C5 4528 0.0185
C3 & C6 5156 0.7570
C4 & C5 5922 0.0059
C4 & C6 5487.5 0.7004
C5 & C6 3398.5 0.0332

ciative links between criteria and specialties. The results
are obtained by analyzing figure 8.
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Figure 7. Position of rows (criteria, CI) and columns frequency
coordinates (professions, Jl )

Table 2. Fragment of two-input frequency matrix (Ci - criteria,
i = 1, . . . , 6; Jl - profession; l = 1, . . . , 4),%

J1 J2 J3 J4
C1 3.6 2.7 3.6 3.6
C2 1.8 3.6 5.4 4.5
C3 6.3 0.9 5.4 3.6
C4 2.7 2.7 3.6 4.5
C5 7.2 5.4 3.6 4.5
C6 5.4 6.3 5.4 3.6

The extended correlation matrix for variables C1-C6
has the form given in table 3.

The close (significant) positive relationship between
the variables C1-C6 (the values of the pairwise correlation
coefficients are equal to or greater than 0.7) is indicated in
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Figure 8. Representation of criteria C1, ..., C6 in the space of
factors F1 and F2 after rotation) and columns frequency coordi-
nates (professions, Jl)

Table 3. Extended correlation matrix for variables (C1–C6)

Criteria C1 C2 C3 C4 C5 C6
C1 1 0.7 0.6 0.6 -0.1 -0.2
C2 0.7 1 0.7 0.8 0.2 -0.2
C3 0.6 0.7 1 0.8 0.1 -0.2
C4 0.6 0.8 0.8 1 0.2 -0.3
C5 -.1 0.2 0.07 0.2 1 0.1
C6 -.2 -0.2 -0.2 -0.2 0.1 1

bold. The set of close relationships gives rise to the fol-
lowing structure (figure 9), that need to be studied further.

Figure 9. The structure of significant relationships between vari-
ables C1, . . . ,C6

Data analysis table 3 and figure 9 suggests the exis-
tence of three or four generalizing factors, which largely
cover the percentage of the total variables C1, . . . , C6 vari-
ance.

Using the method of factor analysis and taking into
account the presence of a close correlation between the
variables C1, C2, C3, C4 (see table 3), we build table 4.

Table 4 presents the factor loads (pairwise correlation
coefficients between Ci and F j), as well as the total vari-
ances of the factors and their fate. Sets of significant loads
are highlighted in bold (>0.7).

Table 4. Factor loads and their total variances with
corresponding fractions

Variable Factor (F1) Factor (F2) Factor (F3)
C1 0.86 -0.24 0.08
C2 0.91 0.14 0.06
C3 0.87 0.04 0.12
C4 0.91 0.16 0.13
C5 0.05 0.98 -0.05
C6 -.14 -0.06 -0.99

Factor loads are obtained by the method of principal
components with subsequent oblique rotation (Varimax
normalized) [10].

Based on the comparative analysis method of public
administration experience [3] and using the method of
analysis of Saati hierarchies [11], we build a scheme of
hierarchies for choosing the option of social welfare of ser-
vicemen discharged to reserve (figures 10, 11).

1 2 3 4 5 6
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Figure 10. The structure of military personnel preferences of by
criteria

The developed decision support information-analytical
technology in the field of labor economics within its con-
tent provides the following components:

1. Establishment of social welfare mechanisms.

2. Development of a questionnaire regarding the use of
the appropriate mechanism.

3. Statistical analysis of survey results:

• generation of empirical distributions of answers
to questions relative frequencies;
• comparison of answers medians;
• correspondences analysis;
• factor analysis;
• analysis of hierarchies.

4. Meaningful interpretation.

5. Decision making.
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Figure 11. The structure of military personnel preferences by
alternatives (1 – instructor; 2 – entrepreneur; 3 – mercenary; 4 –
not professionally defined)

According to the results of data processing it is estab-
lished that:

1. Respondents prefer such mechanisms as the state
management mechanism for development of the
military instructor social institution; and the state
management mechanism of ex-servicemen retrain-
ing and their support in creation their own business
and running business (figure 11). This is important
information for the resources’ allocation for the op-
eration of these mechanisms.

2. Despite the fact that according to figure 10 criteria
C2, C3 and C4 are equivalent, among them the most
important in the opinion of respondents is C2 crite-
ria. This criterion is the need to form a public good
“military security”, because it has the largest num-
ber of links with others (figure 9). This is impor-
tant information that shows that the servicemen who
took part in the survey are worried about the fate of
the state and they are patriotic.

3. The relatively low value of C5 criterion that means
the idea of the quality of implementation of each of
the mechanisms indicates distrust of the military in
the implementation of socio-economic policy in the
state (figure 10). This is important information for
further research in this area.

Thus, the implementation of the developed decision
support information-analytical technology in the field of
labor economics makes it possible to obtain more infor-
mation for decision-making in comparison with the usual
processing of survey results.

4 Conclusion

The research material suggests the use of decision sup-
port information-analytical technology in discharge mili-
tary personnel employment developed by its authors. And,

in contrast to the usual processing of survey results, it
makes possible to obtain more information for decision-
making. Adherence to such approach in the development
of public administration mechanisms, it increases the like-
lihood that in the case of their implementation in the coun-
try the positive changes will be expected, as they will in-
directly take into account the availability of necessary re-
sources. Information and analytical technology to support
decisions in the field of labor economics substantiates the
development of the example of discharged servicemen so-
cial welfare.

According to the content, the developed decision sup-
port information-analytical technology in the field of labor
economics provides for the following components: for-
mation of social protection mechanisms; development of
a questionnaire on the use of the appropriate mechanism;
statistical analysis of survey results (generation of empiri-
cal distributions of answers to questions relative frequen-
cies; comparison of answers medians; correspondences
analysis; factor analysis; analysis of hierarchies); mean-
ingful interpretation; decision making.

According to the results of data processing it is estab-
lished that:

1. Respondents prefer such mechanisms as the state
management mechanism for development of the
military instructor social institution; and the state
management mechanism for ex-servicemen retrain-
ing and their support in creation their own business
and running business. This is important informa-
tion for the resources’ allocation for the operation
of these mechanisms.

2. The servicemen who took part in the survey are wor-
ried about the fate of the state and they are patriotic.

3. There is a distrust of the military personnel in the
implementation of socio-economic policy in the
state. This is an important information for further
research in this field.
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Marketing forecasting based on Big Data information
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Abstract. In the paper discusses the use of big data as a tool to increase data transfer speed while providing
access to multidimensional data in the process of forecasting product sales in the market. In this paper discusses
modern big data tools that use the MapReduce model. The big data presented in this article is a single, central-
ized source of information across your entire domain. In the paper also proposes the structure of a marketing
analytics system that includes many databases in which transactions are processed in real time. For marketing
forecasting of multidimensional data in Matlab, a neural network is considered and built. For training and build-
ing a network, it is proposed to construct a matrix of input data for presentation in a neural network and a matrix
of target data that determine the output statistical information. Input and output data in the neural network is
presented in the form of a 5x10 matrix, which represents static information about 10 products for five days of
the week. The application of the Levenberg-Marquardt algorithm for training a neural network is considered.
The results of the neural network training process in Matlab are also presented. The obtained forecasting results
are given, which allows us to conclude about the advantages of a neural network in multivariate forecasting in
real time.

1 Introduction

As Laurent Flores explained [1], the success of digital
marketing is determined by the success of digital mar-
keting, thus how they are measured and used. However,
attention is paid to marketing forecasting in the digital
economy, taking into account intelligent systems. Intel-
ligent systems and the use of multidimensional commu-
nication determined the emergence of a new concept by
Klaus Schwab [2]. According to this concept, it is argued
that we are in the era of the fourth industrial revolution (In-
dustry 4.0), when the virtual world is combined with the
physical world using information technology. The fourth
industrial revolution is characterized by a change in eco-
nomic relations and the widespread use of intelligent tech-
nologies (big data [3], artificial neural networks [4], and
others).

It should be noted that with the use of digital market-
ing, D2C models have come to be used. The D2C (Direct
to Consumer) model represents a direct selling system,
where companies themselves manufacture, promote, sell
and deliver their product without the involvement of inter-
mediaries. So, the article provides an analysis that shows
that, unlike traditional promotion through retail chains,
companies using the D2C model develop faster with their
own distribution channels [5]. Thanks to their good posi-
tioning, these companies not only have a competitive ad-
vantage in the market, but also have their own structure on
the Internet. These companies have changed the producer-
consumer relationship and are reducing the distance be-

∗e-mail: flydaiver@gmail.com
∗∗e-mail: nn_iva@ukr.net

tween them. Today, any customer can contact the manu-
facturer directly, ask their question and make a purchase,
avoiding extra charges and saving time. Renowned man-
ufacturers have recognized the need to develop their own
D2C strategies based on marketing analytics. The authors
of the article acknowledge that the use of D2C opens up
additional opportunities for companies. According to the
authors, Nike is a prime example, with D2C sales account-
ing for a third of total revenues by the end of 2020 based
on its Consumer Direct strategy.

Given the widespread use of digital marketing, Rimma
Katz in article [6] explored social commerce, which fos-
tered development along the D2C model. Today, social
commerce is used to increase the reach of consumers,
those who may know about direct contact with the man-
ufacturer.

So in the presented report by Jasmine Enberg [7], a
summary of the main events, their analysis for marketing
management, solving problems strategic development of
companies. Report author Jasmine Enberg determines that
the global forecast for monthly social media users in 2020
has increased due to the effects of the pandemic. How-
ever, no platform will be able to maintain the growth it
picked up at the beginning of the year. Therefore, in 2021,
the growth rate will begin to normalize. Recent product
launches, including Facebook live shopping and Instagram
shopping tags, show that e-commerce continues to be a
priority for the two platforms. Snapchat and Twitter were
more focused on effective marketing, namely the release
of new sets of promotional offers with direct consumer re-
sponse and others.

© The Authors, published by EDP Sciences. This is an open access article distributed under the terms of the Creative Commons Attribution License 4.0
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Therefore, the modern market is based on direct sell-
ing (D2C) models. allow you to get images of buyers and
segment them. In addition to these tasks, it is necessary to
solve forecasting the market, which changes every year.

It should be noted that worldwide targeted statistics for
the entire sales system. This information is stored in cloud
storage (Big Data). The information used includes data
from the time of attracting a new consumer to the required
resource information about the number, including repeated
ones.

In this article, we propose a marketing analytics
method based on artificial neural networks.

Marketing forecasting is part of any firm’s overall mar-
keting analytics. An important role in the forecasting
method is played by the multidimensionality of informa-
tion and methods of their processing. The use of Big
Data with OLAP technologies requires new approaches to
processing and applying large amounts of data. This is
due to the wide range of communication systems used in
the e-commerce market. Therefore, marketing forecasting
based on Big Data is an urgent task, which is discussed in
this article.

The article is devoted to marketing forecasting based
on the use of neural networks. The information base of
marketing forecasting is Big Data. The process of con-
structing training matrices, training a neural network and
making the predictions are presented in the result of paper.

2 Literature review

Modern companies use many available forecasting meth-
ods, they not only improve the quality of their products,
but also get information about the needs of customers.
Marketing forecasting models are a great way to predict
customer preferences and apply new ways to stand out
from the competition. Using practical forecasting models
today is the best way to get the most effective and com-
plete data to improve marketing decisions. In this case,
forecasting methods in digital marketing should include
not only customer surveys, their age, interests and price,
but also the characteristics of the product, brand, logistics
and others.

In the work of Yonathan Bard [8], the problem of fit-
ting mathematical models to numerical data was consid-
ered. Such a fit is often performed by the least squares
method, regardless of previous knowledge of parameter
values or the statistical nature of measurement errors. Ac-
cording to the results of a study of the opinions of experts,
Alison Hubbard Ashton [9] considered a scenario in which
the results of the opinions of experts differ significantly
from the polls of intentions. For this case, the author con-
sidered the problem of predicting market behavior.

Further development of the principle of intentions was
found in the work of Vicki G. Morwitz [10]. The author
proposed the principles of using intentions when solving
the forecasting problem. These tasks included researching
people and how they would behave in different situations.
For this, the method of polling the intentions of people was
used. Intent surveys are widely used in marketing when

sales data is unknown, for example, to forecast new prod-
ucts.

A continuation of these works found themselves in the
work of J. Scott Armstrong [11], where the role of a per-
son as a dominant factor was considered. This task was
solved as a role-playing game for making predictions of
the behavior of people who interact with others. A key
tenet of this approach is to provide realistic simulation of
interactions.

This forecasting method is currently rarely used. Gene
Rowe and George Wright [12] considered the application
of the Delphi method as a procedure. The authors found
that the accuracy of expert predictions can be improved
through the use of Delphi structured methods. One of the
principles of the method is that experts’ forecasts should
not depend on each other. Expert groups sometimes vio-
late this principle; as a result, the data should not be used
in forecasting.

The task “Intentions” was considered in their work by
Dick R. Wittink and Trond Bergestuen [13]. This paper
examines the intention as an indicator of a consumer to
purchase a product under the influence of various factors.
The consumer can declare his intentions to make a pur-
chase of various goods. This method is based on the fol-
lowing principles, namely, using a new design to create an
acceptable situation.

The formation of a digital marketing strategy was con-
sidered in the work of Pinaki Mandal and Nitin Joshi [14].
The authors of the article emphasize that digital technolo-
gies make marketing more effective, since they allow to
identify individual consumer interests, better manage cam-
paigns and improve the product. In this article, the authors
propose a flowchart for developing marketing strategies.

The analysis of the state of the digital economy and
digital marketing is discussed in the article by Mykola
Ivanov [15]. The author in the article shows that the dy-
namics of processes in the economy is quite high and re-
quires a quick analysis of multidimensional data. The au-
thor proposes a conceptual model and a method for assess-
ing consumer demand in the target market, aimed at the
prospective management of trading floors using Big Data.

The analysis of the overview of macroeconomic fore-
casting are discussed in the [16–19]. The authors take
the focus on a wide range of theories as well as empir-
ical methods: business cycle analysis, time series meth-
ods, macroeconomic models, medium and long-run pro-
jections, fiscal and financial forecasts, and sectoral fore-
casting.

The research of the technological sources of the next
long wave of growth is made in [20, 21]. The authors study
the impacts of national innovation systems (NIS) and eco-
nomic complexity index (ECI) on economic growth.

The use of Exponential smoothing (ES) forecasting
methods is discussed in [22, 23]. The authors research
revolution of exponential smoothing, which has been im-
proved with the introduction of a complete modeling
framework incorporating innovations state space models,
likelihood calculation, prediction intervals and procedures
for model selection.
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3 Marketing forecasting modeling

The modern economy is characterized by rapid dynamics
of economic processes. Under these conditions, marketing
forecasting models acquire new meanings in managerial
decision-making. The process of the importance of mak-
ing management decisions in digital marketing systems is
shown in figure 1.

Figure 1. The importance of management decision making in
digital marketing

Traditional Marketing Analytics (MTA) is based on
the use of classical approaches and forecasting methods.
MRA is aimed at solving economic important forecasting
problems from the moment information appears to several
hours.

These tasks are solved using neural networks and mar-
keting robots.

Traditional Marketing Analytics is based on the use
of classical approaches and forecasting methods. Market-
ing Actual Analytics (MRA) is aimed at solving economic
important forecasting problems from the moment informa-
tion appears to several hours. These tasks are solved using
neural networks and marketing robots. Today the num-
ber of information sources of data in the world is growing
rapidly. Therefore, storage technologies and their process-
ing of information are becoming more and more in de-
mand. By storing information, one can single out the use
of Big Data for which the basic principles of work can be
formulated:

1. Horizontal scalability, which takes into account that
the data can be arbitrarily large from any system.
They have the ability to handle big data.

2. Tolerance to failures, which use the principles of
horizontal scalability and apply methods of cluster-
ing systems; locality of data, which allows in large
distributed systems to separate data from a large
number of data centers. All modern tools for work-
ing with big data, one way or another, follow these
three principles. The first principle is based on the
MapReduce model. The MapReduce model pro-
vides for distributed data processing proposed by
Google and is shown in figure 2.

MapReduce provides that data is organized as rela-
tional or multidimensional data (OLAP). The data process-
ing method takes place in three stages. The first stage is

Figure 2. Data processing according to the MapReduce model

aimed at executing the Map() function. At this stage, the
data is preprocessed using the Map() function, which is
defined by the user. The work of this stage is to prepro-
cess and filter the data. The second stage of the model
is performed by the Shuffle() function. This stage goes
unnoticed by the user. At this stage, the Map() function
performs the data immersion procedure similarly to the
formation of data marts (Data Mart), that is, one Map()
data output corresponds to each mart. In the future, these
showcases will serve as an input for the Reduce() func-
tion. The third stage of the model is aimed at executing
the Reduce() function. Each data mart, which is formed in
the second stage, transfers information to the input of the
Reduce() function. The Reduce() function is user defined
and calculates the result for individual storefronts. The
set of all values returned by Reduce() is the result in this
method. Therefore, Big Data technology is consider as a
tool that allows you to increase the speed of data transfer
while providing a large capacity of information carriers.
In addition, this technology can improve the availability
of cloud applications and data services. Thus, digital mar-
keting is shape around the mainstream e-commerce mod-
els. The interconnection of the main models (B2B, B2A,
D2C, C2A and C2C) of e-commerce systems based on the
systems for collecting, storing and analyzing information
in real time. Which based on subsequent storage in his-
torical data layers. For the implementation of systems that
perform Marketing Relevant Analytical tasks using data,
OLAP data systems are used, which are structured accord-
ing to the principle of multidimensional information pre-
sentation [15]. Reducing the cost of creating multidimen-
sional warehouses can be achieve by using Data Mart. A
data mart can only contain thematically aggregated data.
Big Data is today a single, centralized source of informa-
tion for the entire subject area. The structure of the mar-
keting analytical system can be represent as follows (fig-
ure 3).

Figure 3. The structure of the marketing analytical system

In a marketing analytical system, there are many
databases. where transaction processing is done in real
time. Therefore, online data source systems (ODS) pro-
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vide information for processing in OLTP. OLTP systems
provide storage and processing of information in real time.
The processed data in OLTP is transferred to the Data Mart
systems with the subsequent construction of multidimen-
sional OLAP data cubes.

This multidimensional data is aimed at presenting in-
formation on thematic sections both on marketing infor-
mation and other information from different areas of the
economy. The marketer has the ability to access multidi-
mensional data in the repository, as well as complete eco-
nomic information for conducting an MRA. The advan-
tages of this approach are:

• simplicity of creating and filling OLAP, since filling
comes from reliable sources of data marts;

• reducing the load on working with multidimensional
data, namely, one multidimensional query processes
multiple OLAP layers.

The data coming from the OID is transferred to the
OLTP and the data marts are moved. OLAP stores data as
multidimensional layers of measures and dimensions [15].
For marketing forecasting, a multidimensional query is
formed to multidimensional data, which allows obtaining
the following information input stream (Inflow) – formed
by data from OLTP and DMN subsystems:

I =
{
p j = (g j, in j,mi j)

}
, j = 1, ..,N, (1)

where g j is the product included in the analyzed sets of N
– the object of research,

in j – indicator of income j of the product,
mi j – product marketing indicators j.
Datasets from set I stored in OLAP and on demand al-

low you to obtain and conduct marketing analysis with the
subsequent storage of data, which are called transactions.
Description of a transaction to set I as follows:

T =
{
in j|inN ∈ I

}
. (2)

Such transactions for retail outlets on the Internet cor-
respond to the nomenclature of goods that the consumer
buys and the data stored in OLAP as multidimensional
data cubes (OLAP).

Then solving the problem of marketing forecasting
based on a neural network, data arrays of its training are
formed. The forecasting technique using a neural network
is formalized through the problem of pattern recognition.
Data on the predicted economic indicators of a product for
a certain period of time form an image, the class of which
is determined by the values of the predicted indicators.

In the proposed methodology, the dimension of the
multidimensional array will determine both the forecast-
ing interval and the number of predicted indicators. Each
next line of the array is formed as a result of a shift by one
interval equal to the prediction interval.

The neural network is trained on the generated training
array of product indicators and adjusts its weights accord-
ingly. As a result, the neural network is trained to solve the
forecasting problem for a certain forecasting horizon. It
should be noted that two forecasting approaches are used:
one-step and multi-step. One-step forecasting is used for

short-term forecasts and multistep forecasting is used for
long-term forecasting.

Let the time interval [t0, tk] be given, the indicators g j,
in j, pr j of the product are defined, where t0 is the initial
time value, tk is the current time value. To find the pre-
dicted values on the prediction interval ∆, a method is pro-
posed that includes the following stages:

1. Analytical analysis of marketing indicators and the
formation of a learning matrix from selected values from
historical slices of multidimensional databases (OLAP
technology).

A learning matrix (ML - matrix learning) can be writ-
ten as input data for representation in a neural network
(equation (3)).

The input data in the neural network in Matlab is pre-
sented in the form of a 5x10 matrix, which represents static
information on 10 products for five days of the week and
has the following form (figure 4).

Target data that determine the output statistical infor-
mation for the neural output can be represented in the form
of learning value matrix (TV MOutput, equation (4)).

The target data, which determines the output statistical
information in Matlab for neural output, is presented in
figure 5.

2. Neural network training. The process of training
a neural network is to match to each MLInput element
the value of the TV MOutput matrix corresponding to the
mapping in the value of the elements of the weight matrix
w j:

w j : MLInput → TV MOutput. (5)

In the process of training the neural network, the task
of minimizing the objective function is solved. With
this approach, an algorithm is used for training, which
is the most efficient not only in terms of errors, but also
in time. The neural network in Matlab is trained us-
ing the Levenberg-Marquardt error backpropagation algo-
rithm. The Levenberg-Marquardt algorithm uses a scal-
able conjugate gradient backpropagation. Therefore, the
training of the neural network is represented in time, and
the network is tuned in accordance with its error. The mag-
nitude parameter is used to measure the generalization of
the neural network and stop learning when the generaliza-
tion stops improving. The test score itself does not affect
training and provides an independent assessment of the
performance of the neural network during and after train-
ing. The choice of the algorithm, as well as the learning
process of the neural network, is shown in figure 6 and 7.

The number of neural network training epochs can be
written as follows:

epochs =

∣∣∣∣∣ tk − t0
∆

∣∣∣∣∣ . (6)

In the process of forecasting by a neural network, it
is necessary to take into account the forecasting horizon.
In the Matlab system, the sim (net,[;;]) function is imple-
mented, which allows you to supply a variety of input val-
ues and get a solution at the output of a neural network.
The forecast results for the sale of 10 goods are shown in
figure 8.
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MLInput =


in01 = f01(t0) in02 = f02(t0 + ∆) . . . in0m = f0m(t0 + (k − 1)∆)
in11 = f11(t0) in12 = f12(t0 + ∆) . . . in1m = f1m(t0 + (k − 1)∆)

... ... ... ...
inN1 = fN1(t0) inN2 = fN2(t0 + ∆) . . . inNm = fNm(t0 + (k − 1)∆)

 ,m = 1, ..., k (3)

where ∆ - is the horizon (time interval) of forecasting.

TV MOutput =


in01 = f01(t0 + ∆) in02 = f02(t0 + 2∆) . . . in0m = f0m(t0 + k∆)
in11 = f11(t0 + ∆) in12 = f12(t0 + 2∆) . . . in1m = f1m(t0 + k∆)

. . . . . . . . . . . .
inN1 = fN1(t0 + ∆) inN2 = fN2(t0 + 2∆) . . . inNm = fNm(t0 + k∆)

 ,m = 1, ..., k (4)

Figure 4. DataInp matrix view

Figure 5. DataOut matrix view

Figure 6. The choice of the learning algorithm

Therefore, the created neural network does indeed
make multiple predictive decisions. It allows you to solve
the sales function of marketing and consider the dynam-
ics of the sale of many products in real time. Marketing
forecasting looks at the number of future periods that the
forecast will cover. That is, you may need a forecast 7 days
ahead, with data for every day. In this case, the period is a
day, and the horizon is 7 days. Finally, the prediction inter-
val is the frequency with which a new prediction is made.
Often the prediction interval coincides with the prediction
period. The choice of the forecasting period and horizon
is usually dictated by the conditions for making market-
ing decisions. Choosing these two parameters is one of
the hardest parts of marketing forecasting. For forecasting
to be meaningful, the forecasting horizon must be no less
than the time required to implement the decision made on
the basis of the forecast.

Figure 7. The process of learning the neural network

Figure 8. The result of forecasting the sale of 10 products

Thus, forecasting is highly dependent on the nature of
the decision being made.

4 Conclusion

It is known that making management decisions in digital
marketing, taking into account the time of receipt and a
large amount of information are an urgent task today.

In addition, in the article, the authors consider the use
of Big Data as a tool to increase the data transfer speed
while providing access to multidimensional data (OLAP).

The article proposes the structure of the marketing an-
alytics system. It includes many databases, where trans-
actions are processed in real time. Consequently, online
data source systems (ODS) provide information for pro-
cessing in OLTP. This ensures prompt processing of infor-
mation in real time. For marketing forecasting of multi-
dimensional data, a neural network in Matlab is built. To
solve the problem of improving forecasts, the authors have
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proposed building input data matrices for presentation in a
neural network and target data matrices that determine the
output statistical information.

Also in the paper, the results of the neural network
training process in Matlab are represented on a chosen
learning algorithm. The obtained forecasting results allow
us to draw a conclusion about the advantages of a neural
network in multivariate forecasting in real time. Multidi-
mensional data and the level of their detail are important
to solving the problem of forecasting in real time.

The wider use of digital-marketing systems gives an
opportunity for applying the proposed approach to mar-
keting forecasting.
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Fuzzy arithmetic in economic research
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Abstract. Many tasks in economic research are based on arithmetic calculations of indicators that reflect the
state of economic development. The general incompleteness of publicly available data, designed to solve such
problems, has led to the emergence of numerous decision support systems based on fuzzy arithmetic. The
article presents a study on the approach aimed at integrating fuzzy information about economic indicators into
economic models. The definition of arithmetic operations on fuzzy values is given, and the methods of obtaining
the resulting fuzzy indicators with the help of some software tools are considered. Analytical and numerical
methods of obtaining the resulting indicators in the form of fuzzy numbers are described and analyzed. A direct
calculation algorithm for all arithmetic operations is proposed, utilized, and used for the evaluation of resulting
indicators. Also, analytical and numerical methods for obtaining fuzzy results are considered in the article, and
some of them are proposed for utilization. On the example of economic indicators used in the labor rationing,
the results of an evaluation of some indicators for a technological operation in the form of fuzzy numbers were
obtained by different methods and compared. The practical recommendations, given in the article, on the use
of fuzzy arithmetic in decision support systems outline the directions of further research.

1 Introduction

To make an effective management decision under the con-
ditions of uncertainty and risk, it is often required to take
into account incomplete information about the indicators
that affect the efficiency of processes in various sectors of
the economy. So, the tasks of assessing economic indi-
cators are often performed taking into account the uncer-
tainty. One of the ways to describe the incompleteness of
information in indicators of different nature is to formalize
the uncertainty using the fuzzy set theory approach.

The presentation of economic indicators in the form
of fuzzy numbers opens up ample opportunities for taking
into account uncertainty and using all available informa-
tion in calculations without significant losses due to as-
sumptions about the determinism and clarity of specific
values. Working with economic indicators presented as
fuzzy values requires the use of appropriate calculation
methods, in particular, using the software. This will auto-
mate the fuzzy assessment of indicators obtained by estab-
lishing the relationship between factors described as fuzzy
numbers.

The fuzzy set theory, proposed in 1965 by L. A. Zadeh
[1, 2] is becoming more and more widespread in the prac-
tice of modeling uncertainties in indicators of various na-
tures. In particular, the methods and basic concepts of the
fuzzy set theory have found their application in economic
research tasks.

Thus, if we move away from the idea of considering
the economic indicators as random values with unknown
probabilistic characteristics and move on to the concepts

∗e-mail: ecvgor@ukr.net

of the fuzzy set theory, we can obtain full advantage of the
fuzzy set theory technique over the technique of probabil-
ity theory, which does not provide a suitable way to answer
many practical questions.

At the same time, the similarity in the concepts of
fuzziness and randomness allows us to draw correspon-
dences between the membership functions in the fuzzy set
theory and likelihood characteristics in probability theory.

In many works devoted to the mathematical modeling
of various economic processes, it is noted that the practice
of modeling economic indicators with only average char-
acteristics is not always acceptable. Most indicators that
take into account only the average values should also be
described with a margin of error estimate. According to
the authors of this article, most of the economic indicators
should be described using fuzzy values (fuzzy numbers).
Moreover, the construction of their membership functions
can be based both on the use of expert information and
on a statistical analysis of the distributions of the studied
indicators.

The main purposes of this study are: considering the
existing fuzzy arithmetic methods; applying fuzzy arith-
metic methods to the problems of fuzzy estimation of eco-
nomic indicators on the example of calculating indicators
in the field of labor rationing; comparing the results of esti-
mation obtained by different methods, in particular, imple-
mented in the programming language R; providing recom-
mendations for further use of fuzzy arithmetic for assess-
ing economic indicators taking into account an uncertainty
of fuzzy nature.

There are six sections in this article. The first one con-
tains the description of the background of this research.

© The Authors, published by EDP Sciences. This is an open access article distributed under the terms of the Creative Commons Attribution License 4.0
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The second section presents an overview of the scientific
sources on the topic of research. The theoretical details
of the proposed methods are explained in the third sec-
tion. Then, the stages of the study and their main results
are shown in the fourth and fifth parts of this work. The
last part of the article contains several conclusions based
on the research results and covers a discussion on further
research directions.

2 Literature review

Since 1965 [1], the methods and basic concepts of fuzzy
set theory have become widespread in the practice of
solving economic problems. The introduction of the
fuzzy sets’ concept, classes with inaccurate boundaries de-
scribed by membership functions, provided a basis for the
development of a more flexible approach to the analysis
of judgments and modeling of complex systems, whose
behavior is described by linguistic rather than numerical
variables.

Working with fuzzy indicators requires the use of ap-
propriate theoretically sound calculation methods, which
is impossible without the use of modern computing tools.
The basic concepts of fuzzy arithmetic are represented in
different scientific works all over the world. In particu-
lar, the articles [3–9] contain the description and theoret-
ical reasoning of the most widely used methods of fuzzy
calculations. Some of the studies [10–13] are provided
to improve the basic ideas by the new computational ap-
proaches. These works are only a small part of the total
number of works in this area.

Recently, many software products have been created
for fuzzy calculations, which allow taking into account
the need to perform arithmetic operations on fuzzy val-
ues. One such software is the R programming language,
which contains the corresponding function libraries, which
are constantly supplemented by implementations of new
methods. Work with these methods is described in detail
in the relevant literature [14–16], which simplifies their
practical application for fuzzy calculations.

Also, some implementations of fuzzy arithmetic are
presented in the studies [17–20] related to several eco-
nomic tasks. In [17] is proposed a method based on fuzzy
arithmetic, designed to estimate the possible range of flow
rates (and levels) of water, to make a forecast, based on
possible rainfalls provided by the uncertainty model. The
paper [18] outlines a computational method for decreas-
ing the imperfection of the fuzzy arithmetic models out-
put, where was suggested an approach aiming at integrat-
ing into the arithmetic models fuzzy information still not
taken into account: the imprecise knowledge about the in-
teraction potentially existing between two variables when
performing an arithmetic operation (addition, subtraction,
division or product). The article [19] represents a model
of the power plant as a multivariable system using fuzzy
arithmetic based on the Transformation Method. Finally,
in cash flow analysis [20], instead of single-valued estima-
tion, each cost data value is proposed to be designated as
a trapezoidal fuzzy set number.

3 Research methodology

Fuzzy set theory tools allow to intuitively display inac-
curate or fuzzy data. Fuzzy numbers form a subclass of
fuzzy sets built on subsets of real numbers. By definition,
a fuzzy set A with a membership function µA : R → [0, 1]
is a fuzzy number if it has at least the following properties:

1) it is a normalized fuzzy set, i.e. µA(x0) = 1 for a
certain value x0 ∈ R;

2) the membership function is convex, i.e. it is true
that µA

(
λx1 + (1 − λ)x2

)
≥ µA(x1) ∧ µA(x2) for any

x1, x2 ∈ R and λ ∈ [0, 1] ;

3) the carrier set (universe of discourse) of the fuzzy
set A is limited.

The specific types of membership functions are de-
termined based on various additional assumptions about
the properties of these functions (symmetry, monotonicity,
continuity of the first derivative, etc.) taking into account
the specifics of the existing uncertainty and the real situa-
tion [4].

In particular, fuzzy numbers with a triangular member-
ship function µ(t) are called triangular fuzzy numbers, and
they are denoted by t =

(
tmin/tc/tmax

)
, where tmin, tmax, tc –

the minimum, maximum value, and some measure of the
central value (mean, mode, median, etc.) of a particular
parameter, respectively. The membership function of this
triangular fuzzy number is:

µ(t) =


t−tmin
tc−tmin

, if tmin ≤ t ≤ tc,
t − tmax

tc − tmax
, if tc ≤ t ≤ tmax.

(1)

To solve the problem of inflexibility and incomplete-
ness of using single-valued estimates of economic indi-
cators, fuzzy numbers can be employed to deal with the
uncertainty in economic analysis.

There is no doubt about the need to automate calcu-
lations on determining the results of arithmetic operations
on fuzzy numbers. Also, the implementation of the fuzzy
arithmetic methods requires using of computer technolo-
gies, which can allow developing the corresponding algo-
rithms. Some of the algorithms were developed by the
authors using VBA in Excel, and utilized for fuzzy arith-
metic calculations of economic indicators in the field of
labor rationing.

Nowadays, the design of fuzzy systems is assisted by
the general-purpose fuzzy systems software (FSS) that has
been actively developed during recent years [15]. Most
of this FSS is released to free and open-source libraries
and toolboxes with the aim of being reusable and easy to
integrate with software developed for specific application
purposes [15].

One of such general-purpose fuzzy systems software is
an R programming language (with RStudio environment).
R is a free, open-source language that is already widely
used in various fields (from computer science to social
sciences) [14]. At present, the R programming language
is gaining importance as a non-commercial solution that
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is competitive with Matlab [15]. Thus, the provision of
freely available software for the use of non-classical fuzzy
systems within the R packages allows practitioners and re-
searchers from a wide range of fields to use in their re-
search the developments of the entire research community
[14].

Fuzzy numbers, which play an important role in many
practical applications, have a software implementation in
the R package. FuzzyNumbers is an open-source package
for the R programming language, which deals with all ma-
jor operating systems, i.e. Windows, Linux, and macOS
[16]. FuzzyNumbers is designed for easy and efficient use
of fuzzy numbers and various fuzzy operations.

A fuzzy number A can be specified by giving its carrier
set (universe of discourse), or left/right side functions, or
lower/upper limits of α-cuts [16]. In practice, most algo-
rithms that work with fuzzy numbers involve the use of at
least the latter, i.e. α-cuts.

A fuzzy number given by side functions (LR fuzzy
number) has the following form of membership function
[16]:

µA(x) =



0, if x < a1,

le f t
(

x−a1
a2−a1

)
, if a1 ≤ x < a2,

1, if a2 ≤ x ≤ a3,

right
(

x−a3
a4−a3

)
, if a3 < x ≤ a4,

0, if x > a4.

(2)

where a1, a2, a3, a4 ∈ R, a1 ≤ a2 ≤ a3 ≤ a4, le f t – is
a non-decreasing function (left generator A), right – is a
non-increasing function (right generator A).

For example, a fuzzy number A with linear side
functions (trapezoidal number) can be specified in R as:
“A->FuzzyNumber (1, 2, 4, 7, left = function (x) x, right
= function (x) 1-x)”.

To graphically represent a given fuzzy number we can
use the command: “plot (A)” (figure 1).

Figure 1. Membership function of a trapezoidal fuzzy number

A similar trapezoidal fuzzy number
can also be specified using the function:
“TrapezoidalFuzzyNumber(1,2,4,7).

So, to specify such a number, we must provide four
parameters: a1, a2, a3, a4 ∈ R.

Also, the FuzzyNumbers package contains the meth-
ods for performing arithmetic operations on different types
of fuzzy numbers. But, while addition and subtraction are
fairly simple operations, multiplication and division, un-
fortunately, remain unclosed and are more complex [8],
and do not always have a solution.

4 Case study: fuzzy arithmetic methods in
calculating the economic indicators

4.1 Direct and inverse methods of performing
arithmetic operations on fuzzy numbers

If we are talking about the economic indicators in differ-
ent areas of research, the shape and values of membership
functions of fuzzy numbers can be obtained using expert
information, as well as using probabilistic methods based
on certain similarities between the concepts of fuzziness
and probability. Without the ability to accurately deter-
mine the type of distribution, from which the samples are
taken, we only can deal with the distribution frequency
characteristics.

We propose the method of fuzzy representation of eco-
nomic indicators based on statistical data. Thus, based on
statistical data of selected economic indicators, appropri-
ate distribution histograms or frequency polygons can be
constructed with the number of intervals m in the range
from 7 to 12 according to the recommendations for his-
togram building [21]. Each value of the membership func-
tion µ of the corresponding indicator is calculated for the
middle of each interval as a relative frequency divided by
the maximum value of all frequencies.

Then, it is possible to obtain a fuzzy number
A = 〈µA; [a; b]〉 with a discretized membership function
µA given on the real interval [a; b], which is divided into
m equal parts: [a; b] = [b0; b1] ∪ [b1; b2] ∪ . . . [bm−1; bm],
where b0 = a, bm = b. Each value µA(bi) of the member-
ship function corresponds to the value bi, i = 0,m . There-
fore, µA is a point membership function specified on the
real interval [a; b].

In probability theory, there are no general definitions
or methods for determining the parameters of the distribu-
tion of an indicator, which is the result of performing arith-
metic operations on random variables. And if we need to
form our opinion on the shape of the indicator’s resulting
distribution, we need to build modeling (simulating) algo-
rithms.

On the contrary, in fuzzy set theory, there are several
methods designed to obtain the results of arithmetic op-
erations on fuzzy numbers. Among them, there are an-
alytical and numerical methods, as well as direct and in-
verse methods. Numerical methods are more universal and
convenient than the analytical methods for use in practical
problems of automated calculations.

The fuzzy extension principle, introduced by Zadeh
in [1, 2], is the basic tool for fuzzy arithmetic. It ex-
tends functions of real numbers to functions of fuzzy num-
bers and it allows the extension of arithmetic operations to
fuzzy arguments [4]. According to the extension princi-
ple, the following definition of a membership function for
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a fuzzy number, which is the result of an arithmetic oper-
ation on two fuzzy numbers A and B, is:

µA◦B (z) = sup
U

{
µA(x) ∧ µB(y)

}
(3)

where U =
{
(x, y) ∈ σ(A × B)|x ◦ y = z

}
, {◦} – is an

arithmetic operation from the set {+,−, ∗, /}, σ(A × B) -
is the Cartesian product of the partitions of the fuzzy set
carriers A and B.

If we use this definition directly, and try to calculate
the resulting membership function values as required in
formula (3), then we obtain the method for determining
the result of arithmetic operations on fuzzy numbers called
a direct method.

In addition to direct methods, there are several inverse
methods for solving the problem, based on so-called α-
cuts representation. By the α-cuts approach, it is possi-
ble to define a parametric representation of fuzzy num-
bers that allows a large variety of possible shapes, and is
very simple to implement [4]. Both analytical and numer-
ical methods have been developed in the theory of fuzzy
sets, in particular, there are matrix methods. One of them,
described in [9], allows finding a solution for any arith-
metic operation from the set {+,−, ∗, /}, provided that the
membership functions of the numbers, combined by these
operations, are convex. And also, the division operation
requires compliance with the condition: 0 < [c; d], where
[c; d] - is the carrier of a fuzzy number representing the
divisor.

The difference between the inverse methods and the di-
rect ones is in the fact, that the discretization of the mem-
bership function in inverse methods is not based on the pa-
rameter X, but on the value of α ∈ [0; 1], i.e. α-level sets
(α-cuts) are constructed for the values of α (for example,
α = 0.2, 0.4, 0.6, 0.8 and 1). But in this case, there is an
additional issue with determining of the value xi for each
level α. That is due to the fact that the membership func-
tion is built by frequencies based on the uniform partition
of the parameter X, which does not guarantee the presence
of exact values of α at the obtained partition points.

We assume, that if the value is given by the discretized
membership function µ by the parameter X, then in the
interval between the nodes of the partition, µ is approxi-
mated by a linear function ax + b, which parameters are
calculated by the formulas:

a =
µ(x1) − µ(x2)

x1 − x2
; b =

µ(x2)x1 − µ(x1)x2

x1 − x2
(4)

where (x1, y1), (x2, y2) – the partition nodes.
Then, the value xi for a given α-level could be cal-

culated by the formula: xi = α−b
a , having determined in

advance on which section, relative to the nodes, the value
of α is.

Thus, having the membership function discretized by
α-levels, we will be able to apply the matrix method [9]
for finding the results of arithmetic operations on fuzzy
numbers. To do this, we construct a matrix of dimension
18 × 18 (there are nine values of α-levels = 0.2, 0.4, 0.6,
0.8, 1.0, 0.8, 0.6, 0.4, 0.2 for each fuzzy number). Even

values of matrix indices both in rows and columns will cor-
respond to the values of arithmetic operation results (per-
formed on the particular values of the carriers of A and B).
Odd indexes will indicate the level of the corresponding
membership function, which is the result of the operation:

µc(xi j) = min(µ(xAi); µ(xB j)). (5)

So, the results of the operation xi j = xAi◦xB j are placed
in the cells of the matrix with even indices i and j. All
other cells of the matrix remain unfilled.

Studies show that the solution for the resulting func-
tion is located depending on the type of operation on one
of the matrix diagonals: for addition and multiplication –
on the diagonal that runs from the upper left corner to the
lower right corner, and for subtraction and division – on
another diagonal.

Then, we carry out the numerical experiment to find
the result of the multiplication of two fuzzy numbers A and
B by the method of direct application of the formula (3),
and also by the method of a full scan of frequency charac-
teristics with subsequent multiplication of corresponding
data values.

The membership functions of fuzzy numbers are of-
ten based on expert information. However, there are also
probabilistic methods for constructing membership func-
tions based on the similarity of the concepts of fuzziness
and probability.

Suppose, that there is statistical data on some eco-
nomic indicators A and B. According to the obtained
samples, the corresponding frequency histograms are con-
structed using the number of intervals in the range defined
as recommended by Sturges’ Rule for building histograms
[21]. But, in our study, we have chosen the number of bins
quite larger, to have more data points for calculations, and
we set m = 19.

To obtain an unambiguous correspondence between
the values of A and B to the frequencies, we replace the
frequency histogram with another graphical characteristic
used in probability theory and mathematical statistics – a
frequency polygon. The values of the fuzzy number carri-
ers for A and B and the corresponding frequencies N are
represented in table 1.

So, we construct the membership function for each
number A and B based on the available frequency poly-
gons. To do this, we normalize the values by dividing the
current frequencies by the maximum frequency value nmax.
Thus, we obtain two fuzzy numbers: A = 〈µA; [a; b]〉 and
B = 〈µB; [c; d]〉, where µA, µB – are the discretized mem-
bership functions given on the carriers [a; b] and [c; d]
(real intervals) respectively.

Moreover, the real intervals [a; b] and [c; d] are di-
vided into m equal parts: [a; b] = [b0; b1] ∪ [b1; b2] ∪
. . . [bm−1; bm],where b0 = a, bm = b; and [c; d] = [d0; d1]∪
[d1; d2] ∪ . . . [dm−1; dm], where d0 = c, dm = d.

Thus, two point membership functions are set on the
intervals [a; b] and [c; d] by the values bi, i = 0,m and
di, i = 0,m, and corresponding values of the membership
functions µA and µB.

Now, we need to construct the membership function
of the fuzzy number AB directly using the definition (3).
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Table 1. Membership functions for A, B and AB

A N µA B N µB AB µab

0.05 1 0.03 0.37 1 0.02 0.02 0.07
0.07 2 0.07 0.39 1 0.03 0.03 0.32
0.10 11 0.32 0.41 3 0.08 0.05 0.54
0.12 17 0.49 0.42 6 0.17 0.07 0.73
0.15 23 0.67 0.44 8 0.24 0.09 0.89
0.17 25 0.73 0.46 19 0.54 0.10 1.00
0.20 34 1.00 0.48 17 0.49 0.12 0.86
0.22 33 0.96 0.50 26 0.77 0.14 0.76
0.25 29 0.86 0.51 30 0.89 0.15 0.59
0.27 23 0.67 0.53 34 1.00 0.17 0.55
0.30 19 0.55 0.55 28 0.82 0.19 0.41
0.32 14 0.41 0.57 26 0.77 0.21 0.25
0.35 9 0.25 0.59 20 0.59 0.22 0.14
0.37 4 0.12 0.61 14 0.41 0.24 0.14
0.39 5 0.14 0.62 9 0.27 0.26 0.07
0.42 2 0.07 0.64 5 0.15 0.27 0.05
0.44 2 0.04 0.66 2 0.05 0.29 0.04
0.47 1 0.02 0.68 2 0.04 0.31 0.02
0.49 1 0.02 0.70 1 0.02 0.33 0.01

To do this, for each element of the Cartesian product of the
partitions of the fuzzy set carriers A and B, we calculate the
value bi·d j for all i, j = 0,m. Therefore, we obtain a matrix
of dimension (m + 1) × (m + 1). For the obtained range of
values, we find the minimum and maximum elements to
determine the carrier for the resulting fuzzy number [w; z].
Then, we divide the obtained real interval by the points zi

into m equal parts (i = 0,m): [w; z] = [z0; z1] ∪ [z1; z2] ∪
. . . [zm−1; zm], where z0 = w, zm = z.

For each part, we determine its middle point:

z∗k =
zk + zk+1

2
, (6)

where k = 0,m − 1.
From the set of Cartesian product elements, we select

those pairs (bi, d j), for which bi · d j ∈ [zk; zk+1]. For each
such pair (bi, d j), we determine µC(bi, d j) = µA(bi)∧µB(d j)
(minimum of µA and µB), and set the corresponding µc(z∗k)
to the maximum of µC(bi, d j). The process is repeated for
each interval [zk; zk+1], where k = 0,m − 1.

So, using the developed algorithm it is possible to ob-
tain a discrete membership function as the result of multi-
plying of two fuzzy numbers (table 1).

For comparison, we can simulate the distribution of the
values AB directly using the data of the frequency charac-
teristics of A and B. That is, we “unfold” the frequency
distribution into a set of values according to the frequency
of each value. For the obtained samples we perform the
operation of pairwise multiplication of all possible sam-
ple values. As a result, we obtain a set of 62500 values,
which can be used to construct a frequency polygon, and
consequently determine the membership function µC .

Then, we compare the fuzzy numbers obtained by two
different methods (figure 2).

The graphs show the absence of significant differences
in the constructed membership functions. But it is quite

Figure 2. Membership functions of original and resulting fuzzy
numbers

obvious that the amount of calculations in the direct “mul-
tiplication” of the samples is always significantly larger.

4.2 Using fuzzy arithmetic in labor rationing tasks

The proposed methods can be tested on examples of as-
sessing indicators used in labor rationing. Consider the
time of maintenance of workplace (Ttech), which is calcu-
lated by the formula:

Ttech =
Tn

T f
· Tm, (7)

where T f – the time of equipment failure at the workplace;
Tm – machine operation time;
Tn – the rate of time (or complexity) for the elimination of
the failure, equal to the downtime of the workplace.

In this case, to describe the characteristics required for
the calculations, we will use triangular fuzzy numbers.

So, let Tn = (10/15/20) (min.), T f = (200/250/300)
(min.). The value Tm is given as a crisp real number, and
it is equal to 20 (min.).

Applying the division operation to the fuzzy numbers
Tn and T f , we obtain the result (after multiplying by Tm):
Ttech = (0.625/1.132/1.905). The table 2 is filled with
intermediate and resulting calculations.

Table 2. Calculation of workplace maintenance time

α Tn T f Tn/T f T tech

0.00 10.00 200.00 0.031 0.625
0.33 11.67 216.67 0.039 0.773
0.67 13.33 233.33 0.047 0.941
1.00 15.00 250.00 0.057 1.132
0.67 16.67 266.67 0.068 1.351
0.33 18.33 283.33 0.080 1.606
0.00 20.00 300.00 0.095 1.905

A graphic representation of the obtained membership
function of the workplace maintenance time is shown in
figure 3.
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Figure 3. Membership function of Ttech

It is seen from the graph of the membership function,
that the central value is shifted to the left, and the devia-
tions from it are not quite symmetrical.

The proposed methods can be used when working with
other economic indicators of a fuzzy nature to take into ac-
count the uncertainty associated with the fuzzy estimation
of their components.

Consider the possibility of applying these methods on
the example of estimating the fuzzy duration of a techno-
logical operation T , consisting of several elements, which
duration is presented as fuzzy numbers.

The parameters for a fuzzy description of each oper-
ation element are calculated based on the statistical anal-
ysis of the observations on the duration of the operation
elements at one workplace for one work shift (table 3).
Using fuzzy numbers as the duration of each operation el-
ement, we can determine the fuzzy duration of the entire
operation using some methods of performing arithmetic
operations on fuzzy numbers (table 4). Observational data
is considered stable because the coefficients of constancy
Kst = max/min (used in labor rationing) do not exceed the
allowable values for this type of production.

Table 3. Technological operation elements

Element description Element name
Take workpiece, install and fasten T1
Switch on machine, withdraw tool T2
Sharpen the part in one pass T3
Withdraw tool, stop speed T4
Unfasten, remove, set aside T5

Both triangular and trapezoidal fuzzy numbers can be
used to describe the duration of the technological opera-
tion elements. For trapezoidal numbers, we use the values
of the boundaries of the entropy interval as the interval on
which the membership function is equal to 1. Four pa-
rameters for each description of the number are given in
table 5 and table 6.

Using the tools of programming language R, we con-
sistently find the sums of the fuzzy numbers described
above for triangular as well as trapezoidal membership
functions [16]. The results of fuzzy calculations we sum-

Table 4. Observations on the operation duration

Observation Duration of operation element, sec.
T1 T2 T3 T4 T5

1 9 3 103 4 5
2 10 5 102 3 6
3 7 4 115 5 7
4 11 3 118 4 5
5 14 4 121 6 9
6 8 5 136 4 7
7 12 7 139 6 6
8 11 6 110 5 10
9 13 4 128 4 8

10 8 5 125 6 6
Kst 2 2.33 1.36 2 2

Table 5. Fuzzy duration of technological operation elements
(triangular fuzzy numbers)

Element name a1 a2 a3 a4

T1 7.0 10.47 10.47 14.0
T2 3.0 4.74 4.74 7.0
T3 102.0 121.61 121.61 139.0
T4 3.0 4.78 4.78 6.0
T5 5.0 7.05 7.05 10.0
T1 + T2 10.0 15.21 15.21 21.0
T3 + T4 105.0 126.39 126.39 145.0∑4

i=1 Ti 115.00 141.6 141.6 166.0∑5
i=1 Ti 120.00 148.65 148.65 176.0

Table 6. Fuzzy duration of technological operation elements
(trapezoidal fuzzy numbers)

Element name a1 a2 a3 a4

T1 7.0 8.89 12.03 14.0
T2 3.0 3.97 5.51 7.0
T3 102.0 113.97 129.21 139.0
T4 3.0 4.00 5.45 6.0
T5 5.0 5.97 8.14 10.0
T1 + T2 10.0 12.86 17.54 21.0
T3 + T4 105.0 117.97 134.66 145.0∑4

i=1 Ti 115.0 130.83 152.2 166.0∑5
i=1 Ti 120.0 137.88 159.25 176.0

marize in table 5 and table 6, and then provide a graphi-
cal representation of the resulting membership function for
two mentioned types: triangular (figure 4) and trapezoidal
(figure 5).

It is seen from the graphs of membership functions of
the resulting indicators, that when performing the addition
operation, the shape of the resulting membership function
coincides with the shape of the membership function of
terms, and the real interval of the fuzzy number, which de-
termines the duration of the entire technological operation,
does not depend on the membership function type.

As we can see, the carriers of fuzzy numbers are the
same for both forms of fuzzy numbers, and the result-
ing membership functions allow us to make a conclusion
about the fuzzy duration of the technological operation.
This will focus the production system on the stabiliza-
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Figure 4. Membership functions of duration of technological
operation and its elements (triangular fuzzy numbers)

Figure 5. Membership functions of duration of technological
operation and its elements (trapezoidal fuzzy numbers)

tion of labor processes by reducing the need for regula-
tion within the fuzzy values of norms. In particular, such
fuzzy estimators of the duration of different technological
operations could be used in planning and forecasting the
results of production processes on the enterprises. So, the
decision-making systems can rely on more adequate and
consistent information about labor and production pro-
cesses, which allows determining the entire state of eco-
nomic development on the enterprise.

5 Results and discussion

The stated approach to modeling uncertainty in economic
indicators using fuzzy numbers provides considerable op-
portunities to obtain the most adequate estimates of these
indicators using all available information on their struc-
ture and dynamics. Fuzzy arithmetic gives a powerful tool,
which allows working with fuzzy economic indicators. We
considered the appropriate theoretically sound calculation
methods, and showed the examples of their use by modern
computing tools.

In particular, the programming language R, as freely
available and open-source fuzzy system software, was

used for automating arithmetic calculations using a fuzzy
representation of economic indicators. We have shown
that this approach is quite objective in terms of a formal-
ized description of the existing uncertainty in any eco-
nomic indicators, and as an example in the labor rationing.
R is an ideal choice of language for such a toolbox for
fuzzy calculations, as it is freely available and used by a
wide variety of researchers from plenty of research fields
[14].

6 Conclusion

In this paper, we have analyzed the state of development
of the fuzzy arithmetic approach in economic problems in
order to provide samples of application fuzzy arithmetic
methods in estimating different economic indicators re-
lated to a particular branch (for example, labor rationing),
and to focus on significant further developments.

Further research should improve the methodology of
calculating fuzzy values of indicators used in other eco-
nomic branches, and it will allow achieving a more ade-
quate description of uncertainties in economic indicators,
and to some extent simplify the decision-making processes
in economic tasks. With this approach, decision-makers
will be able to have more space to define important eco-
nomic indicators and obtain more valuable information
from the final results.
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The development of energy consumption forecasting model for a metallurgi-
cal enterprise
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Abstract. An up-to-date issue of a modern metallurgical enterprise is the increase of its energy efficiency,
which is related, first of all, with energy saving. Therefore, the purpose of this paper is to develop a model
for forecasting the metallurgical enterprise power system consumption and its experimental testing based on
the PJSC “Electrometallurgical plant “Dniprospetsstal” named after A. M. Kuzmin data. In order to build a
forecasting model, a neural network apparatus in the MATLAB system was used and it was done in two stages.
At the first stage, as an experiments series result, the optimal architecture and algorithm of neural network
training were determined. In the second stage, the dependence of the modeling graphs load error from the
influence of daily consumption graphs is identified. The MATLAB software package has been adapted for the
needs of “Dniprospetsstal” named after A. M. Kuzmin. Neural networks designed in this way can be used to
solve applied issues of electrometallurgy, in particular, the long-term estimation of time series of hourly power
for the 24 hours ahead.

1 Introduction

Black metallurgy is one of the most energy-intensive in-
dustrial sectors. It is characterized by a high level of
electricity consumption that is a significant component of
energy use. Thus, the share of electricity in the cost of
production of large enterprises in the industry varies from
11% to 16%, and in some cases its share increases to 30%
[1].

The most electricity-intensive are steel production (its
share of consumption is 32.3%), production of hot (21.9%)
and cold-rolled products (12%), as well as aglomera-
tive production (14.5%), blast-furnace based steel produc-
tion(6.9%) and coke production (5.2%) [2].

The maximum specific consumption of electricity that
is in electric steel production is 727 kWh/t of steel. Un-
der this condition the consumption of electricity per ton
of steel depends on the power of transformers, the specific
electric power of arc furnaces, the use of fuel and oxygen
burners, preheating of scrap and out-of-furnace process-
ing.

The power consumption forecast in metallurgy that is
necessary for optimal control of loading modes of elec-
tric power plants, which includes regulation of active and
reactive loads of metallurgical enterprise, minimization
of losses from reactive power flows and maintenance of
voltage within set limits in electric networks due to strict
power quality requirements.

∗e-mail: abaka111060@gmail.com
∗∗e-mail: yuskivolesya@rambler.ru
∗∗∗e-mail: hoveringphoenix@gmail.com
∗∗∗∗e-mail: elina_vt@ukr.net
†e-mail: rjabenkoae@gmail.com

The power consumption forecast in metallurgy that is
necessary for optimal control of loading modes of elec-
tric power plants, which includes regulation of active and
reactive loads of metallurgical enterprise, minimization
of losses from reactive power flows and maintenance of
voltage within set limits in electric networks due to strict
power quality requirements.

The peculiarities of electricity consumption by fer-
rous metallurgy enterprises include: a large number of
electrical equipment that is used in the implementation
of the technological process in each unit; great variety
of types and capacities of electricity receivers; relatively
weak links between the mutual influence of electricity re-
ceivers in the implementation of the technological process;
a large number of electrical equipment that participates in
ensuring the technological process in each unit and creates
a conditionally constant load, also depends on the intensity
of the technological process; factors those randomly affect
the modes and volume of electricity consumption; a large
number of hours of use of maximum electric power; large
electrical intensity of the final product types; the possibil-
ity of changing the modes of operation and composition of
equipment in the unit, product range and other systemati-
cally acting factors [3].

Therefore, the problem of forecasting electricity con-
sumption in metallurgical production is one of the impor-
tant scientific and practical tasks in the power industry to-
day.

Planning is one of the main management functions.
The deviation of actual consumption from the declared
numbers by more than a certain percentage leads to the
purchase of electricity from the balancing market at a
higher price, deviation to a lesser value is also being pun-

© The Authors, published by EDP Sciences. This is an open access article distributed under the terms of the Creative Commons Attribution License 4.0
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ished by payment for undelivered electricity, which is de-
termined by the difference between declared and actual
consumption by the set fee rates.

The complexity of the energy consumption forecast
caused by the need to consider many factors that affect
electricity consumption (the level light; the day length; day
of the week; transitions from winter to summer time and
back; the presence of extraordinary events (disasters; mass
actions); the state of other factors that affect the change in
consumption in accordance to the data obtained from the
processing of consumption statistics).

Improving the accuracy of forecasting saves energy re-
sources, determines the efficiency of power supply man-
agement and, accordingly, increases the profits of energy
companies. The need for accurate forecasting of electric-
ity consumption is conditioned by technological and eco-
nomic reasons. The total payment for the consumed elec-
tricity for the enterprise as a market participant consists of
the payment for the actually consumed volume of electric-
ity and the payment for the deviation of the actually con-
sumed volume from the declared (forecasted) one. The
higher possibility of the forecast error is, the greater is
the deviation of the actual amount of electricity consumed
from the declared (forecast) the greater is the additional
costs of the enterprise to pay for electricity. Thus, reduc-
ing the forecast error will allow the enterprise to reduce
the additional fee for electricity consumption caused by
inaccurate forecasting.

In large energy-intensive industries, the share of elec-
tricity bills in the cost of production can reach tens of per-
cent (for example, in metallurgical production, it is 11% –
30%) [4], and in a market economy, the prime cost of pro-
duction will determine its competitiveness. Thus, in the
conditions of modern energy market for large enterprises
and mining industries it is important to create a system of
hourly electricity consumption, which minimizes the devi-
ation of power consumption from the declared.

Based on the done forecast, the actual and optimal
modes of operation of power systems are calculated, as
well as qualitative parameters (reliability, quality of elec-
tricity, etc.) are evaluated. Clear forecasting of electricity
consumption provides optimal load distribution within the
production process.

2 Literature review

Currently, forecasting of electricity consumption in most
of industrial enterprises is made on the experts’ evaluation
method, which in most of cases is not able to provide the
necessary forecast accuracy. Electricity consumption fore-
casting gives us primary information for planning normal
operating modes in energy management.

The accuracy of forecasting directly depends on the
calculation methods. There are a large number of models
and methods of short-term forecasting of the load on the
power system of a metallurgical enterprise.

The formation and development of methods of math-
ematical modeling, forecasting and planning of electricity
consumption, in particular in metallurgy, is related with

the work of scientists, an overview of the main ideas of
those are given below.

The monograph by C. K. Belt [5] is a fundamental
work in energy management in the metallurgical industry.
The main idea that can be traced in it is that in the met-
allurgical industry there are unique processes and condi-
tions those require a more individual approach. The author
gives an explanation that the general methods of energy
management in the very metallurgical industry, describes
the advantages and reasons for implementing an energy
management program, as well as reveal the basic indica-
tors, tells us about data analysis, project identification and
processes improvement.

In the article [6] a group of scientists presents a sys-
tematic review of existing publications on energy manage-
ment in industry, that identifies five main elements of en-
ergy management, based on the following topics: strat-
egy; planning, implementation; operation, control; organi-
zation and culture. The authors have developed a concep-
tual structure of energy management, which shows that a
comprehensive approach is needed to effectively use the
existing potential of energy efficiency.

The book [7] was written by the authors of the Neural
Network Toolbox for MATLAB and provides a detailed
description of the fundamental architectures of neural net-
works, learning rules, and applications for solving practi-
cal problems.

In [8] the authors offer the use of a deep neural network
(DNN) for short-term electrical load prediction (STLF),
which allowed to overcome the problems of non linearity
and achieve higher prediction accuracy.

The manual [9] covers the latest trends and technolo-
gies in energy engineering and related industries, contains
the latest materials on energy planning and policy.

The educational publication [10] explores a number
of sustainable energy sources and tools used to analyze
industry and future energy trends. The text contains an
overview of energy economics with an integrated software
package for research on energy use dynamics and forecast-
ing; climatic and environmental factors of using energy are
taken into consideration.

The main disadvantage of the existing methods is the
need to build a load model and the constant refinement of
the designed model. Another disadvantage of these meth-
ods is the inaccurate setup of the relationship between
input and output variables, because the relationships be-
tween them are nonlinear.

Most of the existing power consumption forecasting
algorithms are developed in the energy sector function as a
combination of various statistical methods. However, due
to the nonlinear relationship between the factors and the
load on which it depends, qualitative modeling is a very
complex process. The known methods of forecasting elec-
tricity consumption do not work with distorted or incom-
plete data, so we need new methods, approaches of fore-
casting electricity consumption, those could take into ac-
count different types of data.

In this paper, based on the analysis, the MATLAB
complex with the Neural Network Toolbox was chosen to
develop a model for forecasting the energy consumption
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of a metallurgical enterprise on the basis of artificial neu-
ral networks (ANN [11]).

3 Problem statement

When we are building a model of forecasting electricity
consumption for a metallurgical enterprise, several tasks
are being set. They are:

1. To construct a mathematical model by processing
the data on the load for the past period of time.

2. To obtain a forecast based on the obtained model.

The task of this study is to get as much information
as possible from the available data to do and to build
the most accurate forecast possible. The specific actions
are selected on the basis of available data and availability
of informational and technical systems. The solution of
this problem requires preliminary research and descriptive
analysis.

To solve the problem of forecasting electricity con-
sumption, a number of smaller subtasks are set, those at
the final stage will achieve the goal – to build a forecast
with maximum accuracy.

The general task is divided into a number of subtasks,
those include:

• descriptive analysis of the time series, or graphical anal-
ysis. The graphical analysis gives us an ability to iden-
tify obvious trends and patterns in the original data;

• time series research, as well as identification of regular
and permanent components;

• obtaining an accurate forecast of the time series, taking
into account fluctuations;

• evaluation of the quality of the constructed forecast.

The study of forecasting approaches shows that there is
no standard, single method for forecasting electricity con-
sumption: any enterprise has its special technological cy-
cles, those together form a process that is unique to every
enterprise.

The electricity consumption processes have functional,
cyclical and random tendencies. The cyclic dependencies
(they are usually daily, weekly and annual) are the easi-
est to predict. The cyclical trends, according to prelim-
inary estimates, are for about 70–80% of all changes in
the process of electricity consumption [12]. For example,
the most significant cyclic factors in almost all industrial
processes are the time, day of the week and the length of
daylight.

The second of the important factors those are stud-
ied when solving the problem of forecasting are func-
tional nature patterns (10–15% of the total deviations)
[13]. This group can include deviations, those are ex-
plained by known and predicted factors those are specific
to the metallurgical enterprise they are: air temperature or
coolant use. Data analysis helps us to identify these factors
and calculate their weight share in the energy consumption
process.

Operational forecast of electricity and power con-
sumption is studied with the base on the current dynam-
ics of power consumption at the last minute of each hour,
but the main guideline for the technologist who forms the
forecast of consumption for the planned period is the tra-
jectory of power consumption, placed in short-term con-
sumption forecast. Therefore, providing the high accuracy
of short-term forecast of electricity demand and capacity
in power systems is a priority task. The operational fore-
casting of electricity and power consumption is a compo-
nent of short-term forecasting.

The objective of this paper is to develop a model for
forecasting the power system consumption of a metallur-
gical enterprise and its experimental testing on the data of
“Dniprospetsstal”.

Solving the issue of improving the quality of opera-
tional consumption forecasting will be considered as a set
of measures to improve the quality of short-term forecast-
ing.

4 Materials and methods

The task of short-term forecasting of electricity consump-
tion is a difficult task. The apparatus of artificial neural
networks has the ability to generalize information that de-
scribes nonlinear dependencies in complex objects, pro-
cesses and phenomena.

The shares of electricity consumption in the energy
consumption system of “Dniprospetsstal” are determined
by the production cycle, but in addition to the process of
furnaces loading, they are affected by other needs those
appear during the working hours. Therefore, as an array
of input data for forecasting, statistical information was
taken on the hourly consumption of electricity during the
24 hours period for the autumn months. Units of measure-
ment of input information are MW/h.

Based on the training varieties and the formation of the
forecast at the initial stage of the research, it is necessary
for the ANN to select the weight coefficients in such a way
that the standard deviation of the values of the outputs will
be minimal. This requirement applies to the network of
direct data extension and reverse error propagation (Feed-
forward backpropagation – further FfB) [14]. Such net-
work architecture requires its training at the expense of
setting time targets, those should be the standard in the
formation of the forecast and the input data that must be
processed.

In order to set the input and target values of the func-
tion for the ANN model, it is necessary to use the architec-
ture with nonlinear autoregression (NARX), which is pre-
sented in figure 1. It is a recurring dynamic network with
reversed connection that has several layers and is based on
the autoregressive model:

y (t) = f (y (t − 1) , .., y (t − n) , x (t − 1) , .., x (t − n)) (1)

The predicted value of y(t) depends on the n previous
values of the output and on the n previous values of the
time series. Figure 1 shows the neural network scheme
used in this research.
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Figure 1. A closed-loop in a network of nonlinear autoregression

The NARX network in figure 1 is a two-layer reversed
expansion neural network. The sigmoidal function acts
as a transfer function in the hidden layer, and the linear
function acts as a transfer function in the output layer.

The given network model uses delay lines with taps
to store the previous values of x(t) and y(t). The original
value of y(t) is given back to the input of the network (after
the delay), as y(t) is a function dependent on the previous
values: y(t − 1), y(t − 2), ..., y(t − d).

There are two entrances in the network. One is exter-
nal, and the other is connected to the output of the network,
from that the input values are obtained. For each of the in-
puts there is a delay line with taps for storing the previous
values. The number of neurons at the latent level will be
established experimentally 10. The number of delays is 2.

A closed loop in nonlinear autoregression allows one-
step predictions, that is, it predicts the value of y(t) from
the previous values of x(t−1), x(t−2), y(t−1), and y(t−2).
A closed-loop circuit can be used to perform multi-step
prediction. This is caused by the fact that the predicted
values of y(t) will be used instead of the actual future val-
ues of y(t).

Before you can start training a network that contains
delay lines with taps, you must fill them with the initial
values of input and output.

The task is to predict the time series, so as the input
data will be used the numbers of time intervals in the pre-
scribed manner, and as the output – the value of the ana-
lyzed energy consumption.

For effective network training, all input data is divided
into three subsets. The first will be needed for training of
a network (correction of scales). 70% of the data was used
for the first one.

The second subset is necessary to avoid network over
fitting. The control of network learning is carried out
by calculating the error on the data from this subset. At
the initial stage of learning the neural network, the error
should be reduced. The over fitting will be evidenced by
an increase in error. Therefore, a trained system will have
scales, at those the error on the test subset would be mini-
mal.

The third subset is a test. It is useful when comparing
different models as an independent test of a trained net-
work. Also, the test subset may indicate poor separation
of the output data, if the minimum errors on the data and
the verifiable subset are achieved in substantially distant

ones from one iteration. For the second and third subsets,
15% of the data were allocated.

Another approach to forecasting energy consumption
is deep learning [15]. A deep neural network allows you to
process a large amount of input information in a short time,
has the ability to build dependencies on non-informative
input information, to detect hidden dependencies between
the inputs and outputs.

Neural networks with long short-term memory have
been created as a modification of recurrent neural net-
works, those can be selected. Any recurrent neural net-
work has the form of a chain of repeating modules of the
neural network.

The core components of the LSTM network are the
input sequence layer and the LSTM layer. The LSTM
layer studies long-term relationships between time steps
of given sequences.

The diagram in figure 2 illustrates the architecture of
a simple LSTM network for forecasting. The network
is started from the input layer of the Sequence Input se-
quence, which provides the LSTM layer. To predict class
marks, it ends with a Fully Connected layer and regression
of the source layer.

Figure 2. Simple LSTM network architecture

To predict the meaning of future sequence time steps,
it is possible to train the LSTM chain from sequence to
sequence, where the answers are training sequences with
values shifted by one. Thus, at each time step of the input
sequence, the LSTM network learns to predict the value
of the next time step. The training of such a network is
carried out using the ADAM method – adaptive moment
estimation optimization algorithm [15].

Forecast accuracy is estimated as the mean absolute
error in percentages (MAPE):

MAPE =
1
p

+

p∑
i=1

|yi − yi|

yi
∗ 100 (2)

where yi – actual load values, forecast result,
p is the amount of data.
According to the analysis of publications [7, 14, 16], a

forecast error of no more than 5% is acceptable.

5 Experiments results
In the Neural Network Toolbox environment, it is pos-
sible to use the following algorithms for learning neural
networks: nonlinear Levenberg-Marquardt optimization,
Bayesian Regularization methods and conjugate gradient
methods (Scaled Conjugate Gradient) those are detailed
described in sources [7, 14].

For objectivity of comparison of indicators of quality
of forecasting at application of various algorithms of fore-
casting with use of the corresponding architecture of con-
struction of ANN one was chosen exactly and on the same
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day that gave an opportunity to compare the results of re-
ceived forecasts in the most accurate way.

When modeling the process of electricity consumption
in the power system at the initial stage, a network that has
an architecture of direct data propagation and reverse error
propagation (FfB) and trained according to the Levenberg-
Marquardt algorithm was chosen.

The training results of the neural network in Matlab
are presented in the following way (figure 3).

Figure 3. Neural network training results performed by
Levenberg-Marquardt algorithm on the architecture of the FfB
model

In the following stages of the training, the same type
of architecture, FfB, was used, but the learning algorithm
changed: first, the Bayesian regularization algorithm, then
the combined gradient method.

According to the obtained results, the comparison of
the generated forecast from the actual values using dif-
ferent training algorithms on the FfB architecture are pre-
sented in figure 4.

In contrast to the above ANN, a separate software so-
lution is required for forecasting using the LSTM network.
The sequence of software implementation of deep training
in the Matlab package is:

1) to import data from Excel;

2) to divide the data into a training sample and a test;

3) to standardize the data to have a zero mean and modu-
lar deviation;

4) to create an LSTM regression network. Set the LSTM
layer, which has 5 hidden modules. Further increase
in the number of LSTM modules or layers doesn’t im-
prove the forecast quality due to insignificant quantity
of training data in our case;

5) to set training options. Specify the ‘adam’ algorithm
and train LSTM with the given training options using

Figure 4. Results of energy consumption forecasting using
ANN: 1 – actual value of energy consumption; 2 – forecast value
of energy consumption according to Levenberg-Marquardt algo-
rithm; 3 – forecast value of energy consumption according to
Bayesian regularization algorithm; 4 – forecast value of energy
consumption by the method of combined gradients

train network for 250 epochs. To prevent the gradients
from exploding, set the gradient threshold to 1;

6) to predict the value of several time steps in the future,
use the predict and Update State function;

7) to initiate a network state, first predict the training data
XTrain. Then we make the first prediction using the
last time step of the learning answer YTrain.

The results of forecasting with the LSTM network are
shown in figure 5.

Figure 5. Display of actual and forecasted data values with the
LSTM network

The results of the obtained forecasts and calculations
of forecasting accuracy according to formula (2) on differ-
ent training algorithms are summarized in table 1.

According to table 1, the best among the used ANN for
this training is the LSTM network, the maximum predic-
tion error is 2.59% modulus per operating 24 hours period.
In absolute terms, this is 1,069.76 MW.

The use of artificial neural networks allows to increase
the consumption forecasting efficiency, as well as to con-
sider the dynamic processes those are occurring in the
power system, which affect the nature of electricity con-
sumption and power, which increases the accuracy of fore-
casts.
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Table 1. Characteristics of ANN training

Parameters Levenberg-
Marquardt
algorithm

Bayesian
regular-
ization
algorithm

Combined
gradients

LSTM
net-
work

Epoches
number

10 211 7 250

Training
time

0:00:01 0:00:05 0:00:01 0:00:05

MAPE,
%

2.87 3.07 3.27 2.59

To implement this task, the optimal software and hard-
ware complex MATLAB was selected, that has tools for
building and realizing ANN. We had the wide range of
possibilities and proposed ready-made solutions so an
analysis of the choice of the ANN architecture and the
algorithm of its training was carried out in this software
package.

Using MATLAB software package, experiments on
the basis of statistical data of the metallurgical enterprise
by the method of artificial neural networks were con-
ducted. It is revealed that the developed neural networks
may be used to make a forecast of electricity consumption
for the 24 hours’ time period ahead with a maximum accu-
racy of 2.8% of the actual volume of electricity consumed.

6 Discussion

The use of artificial neural networks allows to increase the
consumption forecasting efficiency, as well as to consider
the dynamic processes those are occurring in the power
system, which affect the nature of electricity consumption
and power, which increases the accuracy of forecasts.

To implement this task, the optimal software and hard-
ware complex Matlab was selected, that has tools for
building and realizing ANN. We had the wide range of
possibilities and proposed ready-made solutions so an
analysis of the choice of the ANN architecture and the
algorithm of its training was carried out in this software
package.

Using Matlab software package, experiments on the
basis of statistical data of the metallurgical enterprise by
the method of artificial neural networks were conducted.
It is revealed that the developed neural networks may be
used to make a forecast of electricity consumption for the
24 hours’ time period ahead with a maximum accuracy of
2.87% of the actual volume of electricity consumed.

Developed models for forecasting energy consumption
of “Dniprospetsstal” power systems based on LSTM ANN
meet the requirements for the quality of short-term fore-
casting of consumption in power systems. But they fail to
include all energy consumption problems and factors that
affect the energy system of the enterprise. Therefore, there
are a number of ways for the further model’s improvement.

An important aspect of ferrous metallurgy enterprises
is the risk of downtime for various reasons, the prediction
of those using neural networks is considered in the article

[17]. This fact makes a challenge for further research in
this area regarding uninterrupted power supply and the im-
pact of risk factors on the random component of the time
series.

The issue is being analyzed in the article [18] relate
to forecasting energy consumption in non-ferrous metal-
lurgy, those enterprises have their own characteristics. The
method of hybrid regression of reference vectors for re-
search, that inspires to compare the results obtained with
the help of neural networks of different architecture with
the results obtained by other methods is used.

In the monograph [5] shows a tendency to increase gas
consumption in the winter months and emphasizes that re-
ducing the energy used for the station heating may be a
viable project. Therefore, the following studies we pro-
vide the possibility of introducing meteorological factors
into the model of electricity consumption forecasting to
increase the efficiency of ANN.

High accuracy of short-term hourly forecasting of
electricity consumption is a necessary condition for nor-
mal operation in the wholesale market of electricity and
capacity (WMEC), otherwise such market entry does not
make sense. In such conditions, the financial position of
the WMEC participant depends on the accuracy of fore-
casting, so there is a problem of estimation the economic
efficiency of electricity consumption forecasting, but this
requires additional research.

7 Conclusions

Management of a large electrometallurgical enterprise in
terms of energy saving policy involves effective manage-
ment of energy consumption by forecasting electricity
consumption, that leads to new challenges and enhances
the relevance of research in this area.

The forecasting results analysis done with the use of
the developed models showed that the chosen approach
with experimentally selected architectures and learning al-
gorithms meets the necessary requirements that were set at
the initial stage of creating a dynamic model of forecast-
ing based on ANN. It can be concluded that the networks
are built in the correct way, because the chosen learning
algorithms make the model effective.

The practical value of the modeling carried out in this
work is confirmed by a number of experiments performed
on real and available for research data, those demonstrate
the possibility of using the developed tool to solve fore-
casting problems.

The scientific novelty of this work is the formalization
based on the neural networks theory of energy consump-
tion forecasting models those include the daily volumes of
electricity consumed.
The work was carried out as the part of the research work “Math-
ematical modeling of socioeconomic processes and systems”,
the registration number DB05038, at the Department of System
Analysis and Computational Mathematics of Zaporizhzhia Poly-
technic National University.
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A flexible evolutionary model of machine learning of the most successful
strategies of human capital development
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Abstract. As a result of research, the concept of a flexible evolutionary model is proposed, which with the
help of machine learning allows obtaining the most successful strategy for the development of human capital.
The proposed conceptual and methodological approach to machine learning of the process of assessing hu-
man capital of enterprises, taking into account the cognitive psychology of man and reflective attitudes in the
human environment, can increase the effectiveness of decision-making in the field of human capital develop-
ment management. The training involves indicators of return on investment in the individual, in the types of
components of human capital, which are characterized by properties (creativity, competence, purposefulness,
communication, motivation), where between their varieties there are appropriate reflective relationships. The
main difficulty of this approach to the choice of alternative solutions for finding options for the use of human
capital is the correct selection of indicators of significance (return) of contributions to the development of types
of human capital, on the basis of which cycles occur of systemic learning. This approach can simplify the
search for and developments of human capital development strategies, present alternative ways, and simplify
management decisions.

1 Introduction

Human capital (HC) in the modern economy is one of the
most important components of an enterprise or state for
economic growth. The article [1] uses the decision tree
model is used to analyze the performance appraisal of hos-
pital staff to explore the several important factors that af-
fect performances. The purpose of the article [2] is to an-
alyze how objective factors influence the departure of em-
ployees in order to determine the main reasons contribut-
ing to the decision of an employee to leave the company, as
well as the ability to predict whether a particular employee
will be able to leave the company. Unfortunately, machine
learning for assessing the properties of human capital is
in its early stages. Human capital has a strong impact on
the competitiveness of the assessed entity. Although the
use of funds to improve the value and quality of human
capital is still considered to be partly costly rather than an
investment, the decision to increase human capital is a hot
topic of research, because decision-making in this area is
associated with significant uncertainty about the character-
istics of properties. and relations that form the concept of
human capital. And first of all, there are natural signs of
human behavior and their measurement: reflexive, cogni-
tive. Therefore, the main thing is that we need to know the
characteristics of human behavior. To know to what extent
the process of assessing the development of human capital
of an individual, enterprise, or state personnel coincides
with the knowledge about a man that humanity possesses.
To do this, it will be useful, in our opinion, to build a model
∗e-mail: penev.vladislav@gmail.com

for assessing human capital, which would be reflected in
the mechanisms of machine learning to find alternatives to
increase human capital.

In the framework of this study, the expediency of using
machine learning to increase the reliability of obtaining
the most effective strategy for human capital development
is substantiated.

The study simulated strategies for human capital de-
velopment using machine learning as a set of possible ac-
tions that differently affect the values of parameters that
change the amount of human capital to increase its value.
As a result of the study, the concept of a flexible model
was proposed, which using machine learning allows ob-
taining the most successful alternative to the development
of human capital.

2 Results

If we consider the structure of human capital as a set of
qualities of its properties, their ratios, which directly affect
productivity, which increases income for staff, the com-
pany as a whole, society, nation, it is possible to cover all
possible options for its evaluation. It should be said that
human capital is a form of capital that is able to generate
income that is valued with the influence of natural factors
inherent only in man.

The power of the impact of human capital on the com-
petitiveness of the enterprise exacerbates the interest of en-
trepreneurs and the state to increase the human capital of
individuals, to make it more efficient. Thus, Simon Smith
Kuznets, introducing the concept of GDP, noted that one

© The Authors, published by EDP Sciences. This is an open access article distributed under the terms of the Creative Commons Attribution License 4.0
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of the necessary factors for the development of the coun-
try (including increasing its GDP) is the growth of human
capital.

In order to assess the impact of the HC of a company,
organization, enterprise on its financial results, it is neces-
sary that it has a quantitative assessment. Since the calcu-
lation of financial indicators is mainly based on costs, it is
optimal to take as a basis for the quantitative assessment
of the human capital cost approach, taking into account the
cognitive psychology of man and reflexive relations in the
system of HC figure 1.

The advantage of the cost approach to the evaluation
of human capital is that it allows you to get the amount
of HC in the valuation, integrated with estimates of other
sources, such as fixed, working capital, organizational, and
consumer capital [3, 4].

The structure of HC costs is primarily related to staff

remuneration. Of course, these are payments to employ-
ees, including wages, taxes, bonuses, incentive bonuses,
etc. These payments themselves already contain a qualita-
tive and quantitative assessment of the work of employees.

Under the cost of human capital to increase the level
of the intellectual capital of the enterprise means the cost
of training, retraining, training of employees, participa-
tion in thematic seminars, conferences, symposia; costs of
research, information, and legal systems, software, litera-
ture, including periodicals, etc.

These costs, investments in HC are aimed at innova-
tive reproduction of intellectual capital, to increase the in-
tellectual level of employees, which in turn allows more
efficient use of available limited human resources in ac-
cordance with the needs of the enterprise.

The cost of health capital is an investment in a per-
son, made in order to form, maintain, and improve his
health and efficiency, aimed at increasing the capital of the
culture of possession of information. Such costs include
health care costs (preventive examinations of employees,
additional health insurance, spa treatment, and other dis-
ease prevention and control measures), as well as costs
aimed at improving the safety of workers places, organiza-
tion of sports leisure of employees, improvement of living
conditions, etc. The main thing in this is the awareness of
the individual that his health and culture of behavior is an
opportunity to replenish the information potential of activ-
ity in making informed decisions. That is, investment in
the personality mentality is an investment in the culture of
the individual, which determines the efficiency and accel-
erates the growth of human capital.

In formal form, the expression for quantifying Human-
Cap’s human capital will look like an additive model rep-
resenting the sum of five components:

HumCap = WF + IntCap + HealCap+

+ CultCap + In fCap, (1)

where WP – remuneration of personnel of the enterprise to
the general fund of remuneration;

IntCap – the share of costs in human capital to increase
the level of the intellectual capital of the enterprise:

IntCap = InvestCap/TotalExp,

where: InvestCap – investment in the HC for innovation
reproduction of the intellectual capital;

TotalExp – the total cost of the company to increase
HC;

HealCap – the share of costs (investments) of the en-
terprise for health capital,

HealCap = HealthReprod/TotalExp,

where: HealthReprod – the cost (investment) to reproduce
the health of staff;

CultCap – the company’s cost of capital culture of
information ownership:

CultureCap = CultureKnowH/TotalExp,

where: CultureKnowH – the share of personal spending on
KnowHow and possession of information and the ability to
use it;

InfCap – enterprise costs for information capital,

In f ormCap = In f ormConvert/TotalExp,

where: InformConvert – the cost of the individual’s abil-
ity to turn information into the necessary knowledge of the
company, which is of particular importance for its activi-
ties.

Keep in mind that each cost element has its impact.
For example, the return on investment in intellectual

capital is higher than on investment in “health capital”.
Therefore, it is advisable to introduce weighting factors
– for each type of cost.

HumCap = WF α1 + IntCap α2+

HealCap α3 + CultCap α4 + In fCap α5, (2)

where α1 – capital of competence “property-competence”;
α2 – educational capital “property of creativity”;
α3 – health capital “property-motivation”;
α4 – culture capital “property-purpose”;
α5 – the information capital “property-

communicative”.
The value of the coefficients is assigned based on the

value of the return of each component in the HC of the
enterprise. In determining the return on each type of cost
must take into account the following, most important fac-
tors:

1. The industry in which the company operates.

2. The degree of “intellectualization” of labor, the level
of knowledge-intensive products.

3. Stage of the life cycle of the enterprise.

4. The presence of a system for assessing the intellec-
tual level of staff and its motivation.

5. Culture of information ownership.

6. Investments in human capital for innovations in the
reproduction of intellectual capital.
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Figure 1. Human capital
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7. The cost of the ability of the individual to turn in-
formation into the necessary knowledge of the com-
pany.

In addition, investment in human capital for innovation
reproduction of intellectual capital and company health is
influenced by concepts such as secondary education and
their average age. The dependence of the efficiency of in-
tellectual capital costs on the general level of education,
the cost of health capital on the average age of staff can
be taken into account through the parameters ε1 and ε2 re-
spectively.

WF α1 = IntCap α2ε1 + HealCap α3ε2+

+ CultCap α4 + In fCap α5, (3)

where ε1, ε2 - parameters that reflect the dependence of
cost recovery on the level of education and age, respec-
tively.

ε1 =

∑n
i=1 ri zi

RS z
, (4)

where ri and zi – the number of employees with i-level of
education and their average salary;

n – the number of levels of education in a particular
enterprise;

RS – the total number of personnel of the enterprise;
z – the average salary of employees of the basic level

of education.
The function that reflects the dependence of the return

on health capital costs is as follows:

ε2 = γm

n∑
j=1

k j d j + γw

n∑
j=1

k j t j, (5)

where γm, γw – the share of men and women, respectively,
in the enterprise;

d j, t j – the share of employees of men and women of
the j-age group;

n is the number of age groups;
k j – rate of return on investment in health capital de-

pending on age groups, which are determined on the basis
of retirement age. Appropriate coefficient values are as-
signed to each age group.

Coefficients of return on investment depending on
the components of human capital are characterized by
cognitive properties (creativity, competence, purposeful-
ness, communication, motivation), between varieties (S )
in which there are appropriate reflexive relations (α) of
their interaction, figure 2 [5].

Thus, the model for assessing the level of a particular
type of specific property of human capital and its quanti-
tative assessment is determined by the formula:

HC = αi(
∑

t

S z
ip × HumanCapi), (6)

where S z
ip =

∑nip

j=1 ka
jp ∗ α

z
i jp – the level of the i variety of

the p property;
αz

i jp – the share of participation of the j relation in the
formation of the i variety of the p property of the z indi-
vidual;

Figure 2. The properties and reflexive relations of human capital

ka
jp – the basic coefficient of distribution of the influ-

ence of the j relation on the formation of the p property;
nip – the number of relations of the i variety of the p

property;
S z

ip – the level of the i variety of the p property;
HumanCapi – human capital of the species.
The level of significance of the criteria is determined

by the methodology of the MAI (table 1).

Table 1. The level of the weight of the criteria

Criterion Result
Creativity 0.223
Competence 0.244
Purposefulness 0.2
Communicative 0.189
Motivation 0.144

Analysis of the criteria, their weight, allows you to
choose the best alternative for the development of the
properties of human capital. To do this, use the method
of hierarchical comparisons in assessing the level of prior-
ities of alternatives, the results of which are given in the
table 2 and in figure 3.

Table 2. Influence of criteria on a choice of alternatives
(properties) of improvement of the level of human capital

Criterion Properties
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e
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e

Creativity 0.216 0.172 0.207 0.172 0.23
Competence 0.208 0.2 0.189 0.226 0.17
Purposefulness 0.176 0.177 0.27 0.19 0.18
Motivation 0.168 0.19 0.189 0.2 0.26
Communicative 0.164 0.227 0.182 0.23 0.2
General ap-
proach

0.189 0.195 0.208 0.202 0.21

The process of investing in human capital should be di-
vided into several stages of investing: education costs; the
cost of finding and hiring staff; staff costs during the train-
ing period; staff costs during the period of accumulation
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Figure 3. The influence of criteria on the choice of alternatives

of growth potential; staff costs during the period of profes-
sionalism; staff costs during training, advanced training;
staff costs in the period of decline and “obsolescence” of
professionalism; investment in human capital for innova-
tions in the reproduction of intellectual capital; the cost of
the individual’s ability to turn information into the neces-
sary knowledge companies; the cost of information cul-
ture.

The development entity itself can invest in its personal
human capital, but these investments can be formed by the
enterprise, to increase the human capital of the organiza-
tion or the state, to increase the national human capital.

Based on the assessment of investment in human cap-
ital, the assessment of the direct economic effect is car-
ried out. Such an assessment is possible, as a rule, only
after the implementation of any investment project involv-
ing staff. To assess the economic effect is more suitable
known ROI (Return on Investment):

ROI = (OutInv − PostInv) − Z)/Z 100%, (7)

where OutInv – the cost of the human capital of the indi-
vidual before training;

PostInv – the cost of the human capital of the individ-
ual after receiving educational services;

Z – direct and indirect costs of the investment project.
The value of ROI is crucial in measuring the effective-

ness of human capital development strategy. Thus, if the
value of ROI is less than 20%, the development strategy
is considered ineffective, in the case of around 20%, we
can say that the company is developing moderately, and
sometimes completely stopped in development. A good
indicator of development is a value of 150% to 200%, and
anything between 20% and 150% can be called an effec-
tive strategy.

The relevance of the use of machine learning in the
field of economics allows us to consider differently many
aspects of human capital development strategies. Training
to find the best strategy for human capital development can

be represented as a continuous cycle, which will end only
after reaching the specified conditions (figure 4).

Figure 4. Machine learning of alternative development of human
capital of the enterprise

In the reinforcement learning algorithm, the agent’s
actions are directed to the steps to achieve success with
a reward estimate. After 4t steps into the next step, the
human capital will decide some next step. The weight for
this step is calculated as γ4t, where γ is the discount factor,
which can take a value from 0 and 1, 0≤ γ ≤1 and has the
effect of evaluating actions that are aimed at achieving the
human capital goal. γ can be called the level of success
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in achieving the desired state by human capital, when the
investment data changes at the 4t step.

Thus, we can conclude that a function is required that
will determine the quality of combinations of the state of
human capital and the action aimed at it:

Q ÷ S × A→ R, (8)

At the beginning of training, Q is initialized, possibly
with an arbitrary fixed value – 0. After initialization, at
each moment of time t, the agent selects an action, ob-
serves a reward, enters a new state (that may depend on
both the previous state and the selected action), and Q is
updated. The core of the algorithm is a Bellman[6] equa-
tion as a simple value iteration update, using the weighted
average of the old value and the new information [7]:

Qnew(st, at)← Q(st, at) + α×

(rt + γ ×max Q(st+1, a) − Q(st, at)), (9)

where rt is the reward received when moving from the state
S t to the state S t+1, and 0< α ≤1.

Note that S new(st, αt) is the sum of three factors:

1) (1 − α)Q(st, αt): the current value weighted by the
learning rate. Values of the learning rate near to 1 made
faster the changes in Q;

2) αrt: the reward rt = r(st, at) to obtain if action at is
taken when in state st (weighted by learning rate);

3) αγmax Q(st+1, α): the maximum reward that can be
obtained from state st+1 (weighted by learning rate and
discount factor).

The episode of the algorithm ends when the state S t+1
of human capital is the desired one or the financial invest-
ment opportunities end. However, Q-learning can also be
trained on non-ad-hoc tasks. If the discount factor is be-
low 1, the action values are finite, even if the problem may
contain infinite loops.

For all final states s f ,Q(s f , α) is never updated but is
set to the reward valuer observed for state s f . In most
cases, Q(s f , α) can be taken to equal zero.

Before starting training according to the Q-learning
method to find the best development strategy, the param-
eters of the current human capital are determined. The
result of the calculations will be the state of human capi-
tal in the q-table. At the beginning of training, the entire
matrix of the priority of the choice of actions aimed at the
development of human capital will be equal to zero. If all
the priorities or some of them are equal, then the choice is
made randomly.

After choosing an action and applying it, we recalcu-
late the value of human capital to determine a new state.
Actions, in this case, are aimed at increasing the costs of
one or more categories of human capital, table 3.

The success of performing actions is a certain human
capital to which the subject strives. However, it is worth
considering financial constraints, which may vary depend-
ing on the situation. For example, health costs for a spe-
cific activity cannot be less than 20% of total costs. Then,

even if the desired value of human capital is obtained and
modeled, but the condition for health capital is not met,
then the learning cycle is considered ineffective. Limita-
tions may also be on the part of the budget if any, but in
some cases, with a budget limitation, the specified goal of
human capital may not be achieved.

Table 3. Q-Learning state table for actions aimed at changing
the values of human capital criteria, through training, when each

cell is updated through training

The state
of human

capital

Actions aimed at changing
human capital

Enhancing
creativity

Health
Capital
Gain

Boost
motivation

13.435367 -11,435600 -84,758326 -54,23453
· · · · · · · · · · · ·

18.782337 -2,543467 -3,246473 -26,26434
· · · · · · · · · · · ·

180.28351 -8,546123 -30,245365 -2,234563

If you do not limit the total budget, then after going
through the training cycle and receiving the optimal algo-
rithm for the development of human capital, at same time
you can find out the required budget for the implementa-
tion of this strategy

Having completed the training, we get a filled matrix,
where the rows are the states of human capital, and the
columns are possible actions (table 4) aimed at human cap-
ital.

Table 4. Matrix of actions aimed at changing the parameters of
human capital with indicators of the impact on human capital

and the required budget

Impact values
on human capital
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1 12 0 0 0 0
2 3 0 4 0 0
3 0 0 0 7 2
4 1 1 1 0 0
5 0 0 21 0 0
6 0 0 0 0 32

The optimality of using machine learning in this
method lies in the speed of finding a sequence of actions
that affect the change in human capital and its structure.
With its help, knowing the initial data and the planned
budget for the development of human capital, it is possible
to optimize costs, taking into account the specifics of the
subject, whose human capital is being considered. That is,
having the same budget, using machine learning, you can

6

SHS Web of Conferences 107, 05005 (2021) https://doi.org/10.1051/shsconf/202110705005
M3E2 2021



calculate the most effective strategy for the development
of human capital.

The main difficulty of this approach to the choice of
alternative solutions for the search for options for using
human capital is the correct selection of the coefficients
of the significance of the contributions, on the basis of
which the learning cycles of the system will take place.
This approach can simplify the creation of a strategy for
human capital development, present alternative ways, and
simplify management decisions, table 5.

Table 5. Initialized data affecting machine learning training to
find optimal investments in human capital without the

limitations of the human capital development fund

Criteria Properties
(One hundredth part)
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197 225 158 182 212 0.0001 25

After making calculations with the initial data pre-
sented in table 6, results were obtained that describe the
strategy of investing in human capital.

It should be borne in mind that the coefficients of the
importance of each of the parameters do not allow a de-
crease in investment for each of the parameters to zero.
The input data for training are: the coefficients of the im-
portance of each of the categories and the required value
of human capital.

Table 6. Initialized data affecting machine learning training to
find optimal investments in human capital without the

limitations of the human capital development fund.

Impact values on human capital
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15637 219 188 630 260 22 1519
21352 114 155 121 95 128 621
71521 103 157 151 61 129 601
128868 110 196 115 72 103 596

2034991 158 156 87 50 136 587
11000000 106 197 90 51 141 585
13243567 136 187 89 50 122 584

The results of the strategy of investing in human cap-
ital are highly dependent on the learning cycle. So on
very small training cycles, investment is very inconsistent,
but in the next step, although the investment funds change
their direction, it is more and more difficult to achieve a
stronger human capital with less investment.

The data in table 6 and figure 5 show the optimization
of the costs of human capital development to achieve a
human capital value of 25 units. It can be concluded that
in order to obtain better results, it is necessary to carry
out a sufficient number of training cycles. You can see
how, when setting the initial data, the system gives priority
to the wrong criteria for investment, which have become
priority in recent cycles.

Taking into account the dynamics of changes in re-
sults, it can be concluded that subsequent training cycles
can bring more optimized costs.

Figure 5. Machine learning of alternative development of human
capital of the enterprise

Fig. 6 shows the optimization of the costs of human
capital development, taking into account the same level of
human capital development.

After training the parameters of the model, we deter-
mine the new values of the return coefficients for each type
of human capital. As a result, the parameters of the alter-
natives that determine the planning of new investments in
the HC structure change, which entails the search and re-
calculation of new behavior.

Thus, after each stage of training, new indicators of
alternatives should be determined and calculations should
be made that determine the subsequent investments in hu-
man capital. It should also be borne in mind that each
alternative has its own characteristic features and proper-
ties of behavior and influence on the choice of options for
investing in capital. Making decisions aimed at assessing
the interaction of the relationship of these properties in the
capital structure can change cognitive and reflexive atti-
tudes and affect the level of human capital.

It should also be borne in mind that the definition of
new properties in terms of alternatives can give us infor-
mation about an insufficient assessment of the interaction
of the relationships of these properties in the capital struc-
ture. That entails adjusting the choice of options and the
redistribution of investment in the capital structure.
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The results of changes in human capital allow us to
determine the return of its structural elements of human
capital. Redistribution of coefficients alternatives should
be redistributed taking into account these data. The current
situation requires development in the direction of choosing
alternatives of a cognitive, strategic and innovative type.

Figure 6. Machine learning of alternative development of human
capital of the enterprise

Is a promising approach to modeling intellectual cap-
ital in general. It is also worth noting that when the in-
put data changes, machine learning will be able to rebuild
and perform calculations and optimize the result better and
faster than a human.

3 Conclusions

As a result of research, the concept of a flexible evolution-
ary model is proposed, which with the help of machine
learning allows obtaining the most successful strategy for
the development of human capital. The proposed concep-
tual and methodological approach to machine learning of
the process of assessing human capital of enterprises, tak-
ing into account the cognitive psychology of man and re-
flective attitudes in the human environment, can increase
the effectiveness of decision-making in the field of human
capital development management.

The training involves indicators of return on invest-
ment in the individual, in the types of components of hu-
man capital, which are characterized by properties (cre-
ativity, competence, purposefulness, communication, mo-
tivation), where between their varieties there are reflective
relationships.

The main difficulty of this approach to the choice of al-
ternative solutions for finding options for the use of human
capital is the correct selection of indicators of significance
(return) of contributions to the development of types of hu-
man capital, on the basis of which cycles occur of systemic
learning.

This approach can simplify the search for and devel-
opments of human capital development strategies, present
alternative ways, and simplify management decisions.

It is worth noting that setting up training with chang-
ing training parameters, namely the sum of the reward and
the value of data optimization, can achieve better results
by accelerating training, and therefore obtaining data on a
more trained AI, which can give better results.

Using machine learning to optimize the cost of human
capital development is a better method. Speed, lack of
subjectivity, and the ability to quickly respond to external
changes is an advantage over a person.

This method has a number of possible improvements.
For example, it is worth considering the obsolescence of
some of the capitals. Also, one of the criteria is wages
and its impact on human capital depends on the return,
but it should be borne in mind that low returns should not
always affect the decrease in this parameter. Also, this
method allows, using other input parameters and the limit
in the human capital development fund, to find out the de-
velopment limit and also optimize the costs for each of the
human capital funds.
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Abstract. The article discusses the optimization models for the use of agricultural aviation when performing
chemical works. The question of determining the need of vehicles for the maintenance of agricultural work
is of great national economic importance. Aviachemical method is firmly established in the technology of
cultivation of grain crops. First of all, this is due to the fact that, compared to ground-based methods, the aero-
chemical method of chemization of agriculture has a number of technical and economic advantages, including
a higher quality and uniformity of chemicals, eliminates mechanical damage to crops, and less dependence on
the physical and geographical conditions of the area, allows to obtain significant savings of chemicals and fuel,
reduces the time of work.

1 Introduction

Of particular importance is the use of aviation technol-
ogy in the conditions of intensification of grain produc-
tion. With the help of aviation equipment, mineral fertil-
izers are applied, aviation-chemical control of pests and
diseases of field plants is carried out, weed vegetation is
destroyed in grain crops, defoliation, desiccation of plants
and a number of other works are carried out. Currently,
with the help of aviation, more than a third of the chemi-
cal work in the grain industry is performed and more than
20 million hectares of land are processed annually [1].

Such a diverse use of aviation technology in grain
farming is primarily due to the fact that the implementa-
tion of aviation chemical works on technical, economic
and economic efficiency is not inferior to the ground-based
method, and for a number of indicators, such as productiv-
ity, reduced labor costs, the possibility of processing by
wet soil without over compaction and destruction of its
structure, the exclusion of mechanical damage exceeds it.
In addition, the use of aviation technology allows freeing
up human resources: over a year, labor savings amount to
more than 15 million man-days and about 6 million tractor
shifts. According to scientific studies, on average, the avi-
ation method of processing crops of grain crops, as com-
pared with the ground, gives an additional yield increase
∗e-mail: sad171@mail.ru
∗∗e-mail: aiymzhan.makulova@narxoz.kz
∗∗∗e-mail: assel01@mail.ru
∗∗∗∗e-mail: zaure1975.75@mail.ru
†e-mail: saparbaeva_e@list.ru

of up to 2 c/ha. Additional net income from the use of
aviation in grain farming exceeds 3 billion tenge [2].

2 Material and methods

The use of an aircraft fleet (AF) when performing chemi-
cal works in the territory of the republic is characterized,
on the one hand, by a large variety of types of these works,
and on the other hand, by the uneven intensity of their per-
formance in time and territory. In the transition from one
type of work to another, both the productivity of the tech-
nical equipment that performs these works and the cost
of their implementation changes. Therefore, with optimal
distribution of the aircraft fleet at the aviation chemical
works (AChW), conditions are created for the fullest pos-
sible satisfaction of applications for aviation service due
to more intensive use of the aircraft.

AChW performance with deadlines, established by
agrotechnology, can dramatically reduce the effect of the
activities carried out, and sometimes completely unaccept-
able. Compressed and tightly fixed deadlines for conduct-
ing an emergency management dictate a particular area for
a certain period of time, the need for such an aircraft fleet,
which significantly exceeds the capacity of an airline lo-
cated in a given area. “Peak” periods in different regions
of the republic may partially or completely not coincide
in time, which is explained by differences in climatic con-
ditions and in “peak” periods in different regions of the
republic may partially or completely not coincide in time,
which is explained by differences in climatic conditions

© The Authors, published by EDP Sciences. This is an open access article distributed under the terms of the Creative Commons Attribution License 4.0
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and in “peak” periods in different regions of the republic
may partially or completely not coincide in time, which
is explained by differences in climatic conditions and in
structure of cultivated crops and land. Such a discrepancy
in time of “peak” periods in various areas creates the nec-
essary prerequisites for the temporary transfer of part of
the aircraft fleet from home areas to other areas currently
in need, i.e. for maneuvering fleet in the Republic.

The heterogeneity of the structure of cultivated crops
and land in areas, mainly due to differences in soil and cli-
matic conditions, is the main reason for the discrepancy
between the “peaks” of AChW in these areas. Such a
discrepancy in time of the periods of maximally intensive
use of aircraft parks allows defining a simple logic scheme
for redistributing the aircraft fleet between them at certain
time intervals. Such redistribution, i.e. maneuvering al-
lows you to perform a much larger amount of AChW at
the agrotechnical periods most favorable for the regions
without increasing the fleet in the aviation enterprises of
each of them.

3 Results and discussion

To solve the problem of the optimal redistribution of agri-
cultural aviation between areas (temporary secondment),
taking into account the mismatch of their “peak” peri-
ods, the usual deterministic linear programming model can
be used. Calculations on such a model provide a practi-
cally acceptable solution to the maneuvering problem, es-
pecially if it is solved as an operational management task,
i.e. for a short time interval (decade, month). However,
with an increase in the planning interval (quarter, year),
apparently, the accuracy and, consequently, the practical
suitability of calculations for the deterministic model can
deteriorate sharply due to the fact that the influence of the
random factor is not taken into account in such a model.
So, in fact, the “peak” period in a region may not only
not coincide in time with similar periods in other regions,
but also under the influence of weather conditions can sig-
nificantly mix with respect to the time interval in which
its manifestation was previously (predicted). Therefore, a
more accurate solution to the problem of using agricultural
aviation in the performance of chemical work, taking into
account the random factor, can be obtained by solving it in
a stochastic formulation.

When constructing and studying mathematical models
of the use of the fleet of aircraft for the performance of
maintenance and repair, the following should be consid-
ered:

• the priority of the performance of the aircraft security
personnel, for which the serviced territory is assigned;

• multipurpose use of aircraft due to the diversity of the
types of work performed;

• the discrepancy of the situation during the year of the
peaks of the performance of the AChW in different areas
of the service area;

• the implementation of labor-intensive regulations is car-
ried out at home enterprises.

Taking into account the above features, a mathematical
model of optimal maneuvering of aircraft fleet on AChW
in the context of current planning can be formulated as a
multi-index production-transport task of resource alloca-
tion: find such a plan of maneuvering aircraft with which
the expected amount of maintenance is performed with a
minimum of total reduced costs.

It is necessary to find a solution that minimizes the re-
duced total costs [1, 3, 4]:

m∑
i=1

n∑
j=1

L∑
l=1

R∑
r=1

T∑
t=1

Ci jer xi jert (1)

under restrictions on the amount of work performed

m∑
i=1

L∑
l=1

Pi jr xi jlrt ≥ d jrt, (2)

for the number of serviceable aircraft
n∑

i=1

R∑
r=1

xi jlrt ≥ ailt, i = 1,m, l = 1, L, t = 1,T (3)

for consumption of fuels and lubricants

m∑
i=1

n∑
j=1

L∑
l=1

R∑
r=1

qixi jlrt ≤ Qt, t = 1,T , (4)

with the natural requirement of nonnegativity of variables

xi jlrt ≥ 0, i = 1,m;

j = 1, n; r = 1,R; l = 1, L; t = 1,T ; (5)

where i – an index of type AF, i = 1,m;
j – an index of type AChW, j = 1, n;
l – airline index in which the aircraft is based AF,

l=1, L;
r – index of the area (region) of the AChW, r = 1,R;
t – the index of the subperiod, t = 1,T ;
dirt – the volume of chemical works of the j-th species

in the r-th region, which must be performed in the sub-
period t, ha;

ailt is the number of serviceable aircraft of the i-th type
at enterprises l in the sub-period t;

Ci jlr – unit costs of the enterprise l for the execution
of works of the j-th type by the i-th type of aircraft in the
region of r, tenge;

Pi jr – specific productivity of the i-th aircraft type, per-
forming the j-th type of work in the r-th region, ha/h;

qi – specific fuel consumption of the i-th aircraft type,
kg/h;

Qt – disposable amount of fuel and lubricants in the
subperiod t, t;

Xi jlrt – number of operated aircraft of the i-th type as-
signed to the aviation enterprise l in the j-th type of work
in the r-th region in the sub-period t.

The task of maneuvering the fleet of aircraft on the
AChW in the formulation (1) – (5) belongs to the class
of linear programming problems. When solving the prob-
lem (1) – (5) by conventional linear programming meth-
ods, considerable difficulties arise associated with the high
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dimensionality of the problem (the number of variables is
mnlRT = 3 · 4 · 21 · 28 · 12; the number of constraints is
nRT +mLT +T = 4·12·28+3·12·21+12). Over the past two
decades, many characteristic structures have been identi-
fied and a large number of algorithms have been created to
solve them [5–7]. Two main approaches to solving prob-
lems of large dimensionality were defined: direct methods
and methods based on ideas of decomposition (decompo-
sition).

In the first case, for solving problems of a special type,
general methods of mathematical programming are used.
In this case, the main computational difficulties associated
with the storage of large amounts of information and op-
erations on them. Large sparse matrices (matrices hav-
ing a small percentage of nonzero elements) are usually
stored in computer equipment in packaged form, i.e. only
nonzero elements are stored along with the necessary in-
formation about their position in the matrix. For example,
when using the simplex method for solving linear prob-
lems of large dimension, the main computational difficul-
ties are associated with the inversion of the basis matrix
[8]. Therefore, when solving a large dimension problem,
it is advisable to use a modified simplex method or one
of the modifications of the generalized gradient descent
method. A feature of the modified simplex method is the
representation of the inverse matrix of the conditions of the
problem in a multiplicative form, which provides a num-
ber of significant computational advantages. Most mod-
ern mathematical programming packages use the modified
simplex method. If the matrix of conditions of the prob-
lem has a special structure, but the necessary calculations
can be performed using a matrix of a lower dimension.
Such an approach, for example, is implemented when ap-
plying the methods of taking into account bilateral restric-
tions or the method of reducing the basis to a triangular
shape. Most modern mathematical programming pack-
ages use the modified simplex method. If the matrix of
conditions of the problem has a special structure, but the
necessary calculations can be performed using a matrix of
a lower dimension. Such an approach, for example, is im-
plemented when applying the methods of taking into ac-
count bilateral restrictions or the method of reducing the
basis to a triangular shape. Most modern mathematical
programming packages use the modified simplex method
[9, chapter 3]. If the matrix of conditions of the problem
has a special structure, but the necessary calculations can
be performed using a matrix of a lower dimension. Such
an approach, for example, is implemented when applying
the methods of taking into account bilateral restrictions or
the method of reducing the basis to a triangular shape.

The methods belonging to the second class are based
on decomposing the system into subsystems of a lower di-
mension. Usually, the first and second level subsystems
are distinguished in such a way that the second level sub-
systems determine the corresponding changes in the first
level subsystems. The task of the second level is to coor-
dinate the functioning of the elements of the first level in
order to obtain a common solution to the original problem.

Two main decomposition approaches were put forward
in the study of large linear programming problems [10–

12]. The principles of Danzig-Wolfe entailed a numer-
ous stream of works developing central ideas in various
directions. If in the original version the solution of the
coordinating problem is based on the method of improv-
ing the plan in linear programming, in subsequent works
they proceeded from the method of simultaneous solution
of the direct and dual problems, the generalized gradient
descent, the use of modified Lagrange functions and other
procedures.

Analysis of the existing use of aircraft and the season-
ality of the AChW, the monthly maintenance of account-
ing and reporting documentation for airlines shows that a
monthly maneuvering scheme is justified, with the aircraft
returning to the base enterprise by the beginning of each
month. Repeated flights in the adjacent two months, pos-
sible in a common solution for the entire planned period,
can be eliminated by their subsequent analysis. Therefore,
the task (1) – (5) will be solved for each “peak” month
separately.

When implementing the task (1) – (5) it is advisable to
consider the following.

1. In practice, it is necessary to perform calculations
on the model for several objective functions.

2. In actual calculations, indexes of types of aircraft,
types of maintenance organizations, airlines and ser-
viced areas do not take all values, but only their var-
ious subsets. For example, for each airline, only a
certain subset of the serviced areas can be defined,
in which a certain subset of the types of maintenance
should be performed. To describe this possibility, it
is advisable to use in the model not an enumeration
of index values from minimum to maximum, but an
indication of its subset.

3. There is a need to solve the problem with a restric-
tion on the fuel resource as a whole in terms of man-
agement, and sometimes even in the context of indi-
vidual airlines.

4. The statement of the problem (1) – (5) is rigid, i.e.
a situation of no valid solution is possible. How-
ever, this situation can be interpreted economically
(as a deficit of the fleet of aircraft or an overesti-
mated amount of work). Therefore, it is also of in-
terest to the planner to analyze an admissible solu-
tion. In order to ensure the possibility of such an
analysis, it is better to use instead of setting (1) –
(5) a non-rigid statement with discrepancies in con-
straints that may become critical in the calculation
process. But to match the solutions on the model
(1) – (5) and the proposals of the following models
by us, the sum of the residuals with the latter must
be entered into the objective function with the cor-
responding penalty coefficient (large enough – posi-
tive) when solving the problem at minimum or very
small (large negative) – to the maximum.

The need to take these four points into account caused
the transition in the MANEVR dialogue complex from us-
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ing the model (1) – (5) in the next model in the so-called
technological formulation.

I. Calculated ratios

1. The calculation of the total costs associated with
maneuvering the aircraft and the execution of
works:

L∑
l=1

∑
r∈Rl

∑
j∈Nr

∑
i∈Mlr j

c̃i j
r xi j

er − y1 = 0 (6)

2. The calculation of the total value (tariffs) of work
performed:

L∑
l=1

∑
r∈R1

∑
j∈Mir j

S̃ i j
r xi j

er − y2 = 0 (7)

3. The calculation of the total amount of outstanding
work: ∑

r∈Re

∑
j∈Nr

V j
i − y0 = 0 (8)

II. Target functions

1. The minimization of the total cost of the AChW:

µy0 + εy1 → min (9)

2. Maximizing profits from the performance of the
AChW:

ε(y2 + y1) − µy0 → max (10)

III. The main resource and technological limitations

1. Restrictions on the fleet of aircraft in the airline
(in terms of aircraft days):∑

r∈Re

∑
j∈Nr

xi j
er ≤ ai

e, I = 1, L; i ∈ M1 (11)

2. Restrictions on the volume of work performed:

L∑
l=1

∑
i∈Mlr j

P ji
r xi j

lr + V j
r = d j

r , r ∈ R1; j ∈ Nr (12)

3. Restrictions on fuel resources:∑
r∈Rl

∑
j∈Nr

∑
i∈Mk

qk
i xi j

lr ≤ Qk
l , l = 1, L; k = 1, 2. (13)

or alternative

l=1∑
L

∑
r∈R1

∑
j∈Nr

∑
i∈Ml

qk xi j
lr ≤ Qk, k = 1, 2. (14)

IV. Nonnegativity conditions xlr ≤ 0, y0 ≤ 0,Y1 ≤

0, y2 ≤ 0,

Vr ≤ 0, i ∈ M1, j ∈ Nr, l = 1, L; r ∈ R1 (15)

The designations of the model (6) – (15) are similar to
the designations of the model (1) – (5) with the exception
of the following: k - fuel type index; R1 – a subset of the
serviced areas allowed for the 1st airline; Nr – a subset of
the work performed in the r-th region; Mlr j – a subset of
aircraft types available in the l-st airline; C̃i j

lr – complex
costs (specific) for the execution of works, taking into ac-
count maneuvering,

C̃i j
er = Cl.ch.

ie · hi
e + Cl.ch.

ie ·
2Ler

Vi

hi
e

(Ti −
2Ler

Vi
)

where Cl.ch.
il – cost of flight hours;

Ler – distances between airlines and serviced areas,
km;

Vi – average ground speed;
TI – time limit (monthly flying hours);
S̃ i j

r – cost of works (calculated as a function of summa-
tion of tariff rates for a single treatment of 1 ha, established
depending on the type of aircraft, type of work, the con-
sumption rate of the substance and the rut length of the
cultivated area and tariff rates per 1 hectare for approach-
ing the aircraft from the aerodrome to the cultivated area
depending on the type of aircraft and the approach dis-
tance);

a1 – the fleet of aircraft (in terms of aircraft days);
µ and ε – weighting coefficients which establish the

correct priorities for the objective function component
(µ ∼ 103 and ε ∼ 10−2);

xi j
lr – amount of work j-th type AChWs Taken l-th air-

lines of a r-th region via i-th type aircraft;
Vr – the volume of outstanding work in each area;
At0 – the amount of backlog;
I1 is the sum of the costs;
At2 – the total cost of the work.
In the dialogue complex “MANEVR” coefficients C̃i j

lr

and S̃ i j
r and models (6) – (15) are calculated by a specially

developed program in the on-line mode.
So far, only the movement of the aircraft has been con-

sidered. But when performing chemical work, it is also
practiced to move flight technical crews while maneuver-
ing aircraft in the serviced territory of the republic. The
relocation of the flight technical staff will make it possible
to rationally combine the labor and material resources of
airlines to obtain high economic indicators.

It is necessary to find such a maneuvering plan, in
which the declared amounts of AChW will be performed
with the maximum profit for the given resource con-
straints. Mathematically, this problem is written as fol-
lows.

Maximize

m∑
i=1

n∑
j=1

L∑
l=1

R∑
r=1

T∑
t=1

(τi jPi jr −Ci jl)Xi jlrt, (16)

under restrictions on the amount of chemical work

m∑
i=1

L∑
l=1

Pi jrXi jlrt ≤ d jrt, j = 1, n, l = (1, L); t = 1,T (17)
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for the number of serviceable aircraft

n∑
j=1

R∑
r=1

Xi jlrt ≤ ailt, i = 1,m, l = (1, L); t = 1,T (18)

on the number of crews

n∑
j=1

R∑
r=1

FiXi jlrt ≤ Gilt, i = 1,m, l = (1, L); t = 1,T (19)

on the number of aircraft technicians

n∑
j=1

R∑
r=1

αiXi jlrt ≤ Vilt, i = 1,m, l = (1, L); t = 1,T (20)

for consumption of fuels and lubricants

n∑
j=1

R∑
r=1

T∑
t=1

qi jXi jlrt ≤ Qlt, l = 1, L, l = 1, L; (21)

on the power of aviation technical bases

n∑
j=1

R∑
r=1

T∑
t=1

λiXi jlrt ≤ Mlt, l = 1,m, l = 1, L; (22)

on variables

Xi jlrt ≥ 0, i = 1,m; j = 1, n; l = 1, L; r = 1,R; t = 1,T .
(23)

The indices and most of the designations of the model
(16) – (23) coincide with the indices and designations
adopted in (1) – (5). In the model (16) – (23) the following
notation is added:

τi j – tariff for processing i ha of the j-th type of AChW,
tenge;

Gilt is the available number of crews of aircraft of type
i at airline I in sub-period t;

δi – the number of people in the flight crew of the i-th
type aircraft;

αi – number of members of the technical personnel of
the aircraft of the i-th type;

Vilt is the available number of aircraft technicians of
the i-th type aircraft at airline l in sub-period t;

λi – the specific volume of maintenance of the i-th type
aircraft, g;

Mil is the total available capacity of aviation technical
bases of airlines l for servicing aircraft of the i-th type, h.

Information support of the task is based on data on
aircraft parameters, technological features of the perfor-
mance of certain types of AChW, flight distance to the
work site, etc.

As a result of solving the problems of linear program-
ming (16) – (23), we will get not only the optimal ma-
neuvering scheme {x∗i jlrt}, but also a number of important
matters for the user of technical and economic service in-
dicators. So, thanks to the obtained maneuvering scheme,
the optimal fuel reserves at the aviation enterprises, the
deficit and excess of the fleet, the expedient redeployment
of the fleet, etc. are easily determined. Experimental cal-
culations using the model (6) – (15) were performed on

real data from the Aviation Administration Department in
the national economy of the Kazakh Civil Aviation Au-
thority using the developed and specialized dialogue com-
plex “MANEVR” [2]. Consider the specific results of
calculations of optimal plans, made using the complex
“MANEVR” for the “peak” period we give quantitative
estimates of their effectiveness.

The results of the optimization calculations showed
that the share of work performed by the aviation enter-
prises of the Kazakh Civil Aviation Authority due to ma-
neuvering in the total volume of the AChW is rather high
and amounts to 36.6%. Out of 18 airlines that service
19 regions of the republic, 17 airlines perform the work
on the territory of other regions (maneuver) according to
the optimal plan, and only the Atyrau airline carries out
AChW exclusively in the area of its deployment. The
amount of work performed by maneuvering increases sig-
nificantly even as compared with the optimal plan calcu-
lated using fixed connections (36.6% vs. 31.7% in terms
of fixed links). This allows us to conclude that, at least for
the “peak” period, maneuvering the fleet is an important
factor in increasing the efficiency of the performance of
maintenance of operational personnel in the republic. Ex-
panding maneuvering capabilities by taking into account
the full links between airlines when servicing areas allows
you to calculate more effective plan options, both in terms
of the costs of performing maintenance, and the net cost
of maneuvering. For example, for each month of a “peak”
period, the costs of performing an AChW in the optimal
plan calculated on full links are, on average, 2–5% lower
than similar costs in the optimal plan calculated on fixed
links. A similar comparison of the net cost of maneuvering
results in 10-50% cost reduction. The effectiveness of the
optimization calculations of the maneuvering plan is also
visible in terms of its level of balance.

Complex “MANEVR” allows you to calculate the
profitability ratios carried out AChW as a whole by de-
fault, and in terms of airline. A comparison of the achieved
level of profitability in the basic calculation (for fixed
connections) with the optimal plan (for full connections)
shows that with optimal maneuvering of the fleet during
the “peak” period, the profitability of management as a
whole may increase by at least 10-20%, while an increase
in the share of highly profitable airlines (from 80% prof-
itability and above) on average 60%.

Since the optimization calculations were carried out
according to two criteria – minimum costs and maximum
profits, it should be clarified that the highest profitability
rates of airlines are achieved in terms of maximum profits.
Moreover, this criterion provides the most narrow range
of differences in the level of profitability of AChW air-
lines. Comparison of calculations for the minimum cost
and maximum profit showed that in the first case, the sun
than in the second case.

In the previously implemented methodology, opti-
mization calculations using the model (6) – (15) using the
MANEVR dialogue complex were also carried out on real
data of the Ukrainian and Kazakh Civil Aviation Authori-
ties (GA) for 2010–2019.

5

SHS Web of Conferences 107, 06001 (2021) https://doi.org/10.1051/shsconf/202110706001
M3E2 2021



Kazakhstan is one of the leading republics in the use of
aviation in the grain industry. The Kazakh Civil Aviation
Authority annually handles more than 12 million hectares
of land, or about 20% of the total agricultural inventory
performed in the CIS. Of these, fertilizer application ac-
counts for 978.5 thousand hectares, plant protection from
pests, diseases and weeds — 5629.2 thousand hectares, de-
foliation and desiccation of grain crops — 223.6 thousand
hectares.

Currently, the AChWs performed by the Kazakh De-
partment of Civil Aviation comprise several dozen species.
Each type is characterized by the purpose, terms, condi-
tions of performance.

On the territory of the republic in its various areas there
are 18 airlines. Each of them has a certain fleet of one
or more types of aircraft, designed to perform AChW. All
types of aircraft are sufficiently universal, i.e. can be used
to perform the entire spectrum of basic AChW. The main
types of aircraft that are available in airline control com-
panies include the An-2 aircraft and the Mi-2 and Ka-26
helicopters.

An-2 airplanes are more economical with the applica-
tion of mineral fertilizers and with similar labor-intensive
works. Therefore, they remain the main aviation technol-
ogy for the production of chemical works in the grain in-
dustry. With their help, more than 90% of the total volume
of AChW is performed annually. Recently, the possibil-
ity of mass production of An-3 aircraft, which are a deep
modification of the An-2 aircraft, is being studied.

The use of Mi-2 and Ka-26 helicopters provides in
some cases higher efficiency. However, the cost of work
is also increasing, since helicopters are a relatively expen-
sive vehicle.

Out of 18 airlines that serve 19 regions of the republic,
17 airlines, according to the optimal plan, perform work in
the territory of other regions (maneuver) and in the area of
their deployment. From table 1 it is clear that the largest
amount of aviation work is carried out to combat weeds
and pests and diseases.

The share of work performed by airlines due to maneu-
vering, to some extent, characterizes the efficiency (ratio-
nality) of locating the airlines themselves in the territory
of the republic. Aviation enterprises, in which the percent-
age of work performed by maneuvering is high (50-80%),
should be considered, apparently, as irrationally located
(in the part of agricultural aviation), since they perform
most of the work in other areas. And to perform work on
their territory, even in the “peak” period, they have an ex-
cess of Armed Forces. Another group of airlines should
include those that practically do not perform work in other
areas. The fleet of these airlines is usually not enough
to carry out work in their field during the entire “peak”
period. According to the results of optimization calcula-
tions, such airlines should primarily include Burunday and
Kyzylorda. The remaining airlines form a group with an
average percentage of the amount of work performed by
maneuvering. These enterprises, in our opinion, are most
rationally located and optimal in size for the fleet of agri-
cultural use. Their fleet provides more than half of the
work in their “own” area on their own, and maneuvering

Table 1. Distribution of AChW between enterprises of the
Kazakh State Aviation Administration according to the optimal

maneuvering plan in the “peak” period

Aviation Processed, thousand hectares
enterprise Mineral

fertil-
izers

Weed
con-
trol

Pest and
disease
control

Defoliation
and des-
iccation

Burunday 21.2 21.7 8.3 -
West Kaza-
khstan

30.0 97.9 155.0 -

Aktobe 4.5 175.6 66.9 -
Karaganda 52.8 160.6 174.4 -
Kostanay 69.0 448.0 262.3 -
Atyrau - - - -
East Kaza-
khstan

3.5 84.8 53.3 7.8

Turkestan 281.6 256.8 154.2 35.0
Zhambyl 90.2 223.1 145.5 39.0
Akmola 100.6 551.4 255.2 57.7
Semipalatinsk 51.6 96.3 201.1 4.0
Kokshetau 45.7 262.1 168.4 18.3
Pavlodar 4.9 87.8 498.1 24.8
North Kaza-
khstan

29.7 193.1 71.5 -

Kzyl-Orda 50.3 15.8 0.7 35.3
Taldykorgan 96.2 79.6 129.4 -
Turgai 52.7 224.3 240.0 -
Zhezkazgan - 11.4 54.6 -
Total man-
agement

978.5 2990.3 2638.9 223.5

avoids the irrational use of aircraft in certain months with
lower volumes of declared work.

Optimization calculations also make it possible to
characterize the level of specialization of airlines in the
performance of various maintenance companies and to
evaluate the effectiveness (rationality) of their deployment
in the republic at the present time.

4 Conclusion

The analysis of the calculations performed by the Kazakh
State Aviation Administration show the high efficiency of
using optimization methods and models for solving the
problem of using agricultural aviation in the performance
of chemical work. And the practical value of the opti-
mization approach to solving this problem is directly pro-
vided by the territorial administration of the GA fully pro-
vided by the calculation technology implemented in the
MANEVR dialogue complex.
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2University of Life Sciences in Poznań, 28 Polish Army Str., 60-637 Poznan, Poland
3Warsaw University of Technology, 1 Politechniki Sq., 00-661 Warsaw, Poland

Abstract. The paper carries out the strategic analysis of innovative possibilities of Zaporizhzhia region’s in-
dustrial complex and investigates the indicators of innovative activity of industrial complexes of Zaporizhzhia
region and Ukraine by Harrington’s generalized desirability function. The evaluation results prove the “good”
ability and readiness of the industrial complex of Zaporizhzhia region and Ukraine to carry out effective inno-
vation activities. However, according to the comparative assessment of the innovative activity of Zaporizhzhia
region’s industrial complex and Ukraine’s one, Zaporizhzhia region’s industrial complex is found to lag 9.2%
behind Ukraine’s. A cluster development strategy is suggested to improve the innovative development manage-
ment of Zaporizhzhia region’s industrial complex.

1 Introduction

The modern model of sustainable development of the na-
tional economy as a whole and its regional components
is based on the continuous conversion of modern achieve-
ments of scientific and technological progress into the lat-
est technologies, quality goods and services. Therefore,
the reproduction of productive forces and manufacturing
relations at the regional level requires radical changes,
both within the industrial complex of the region and its
sub-complexes. These changes are determined by a com-
bination of internal and external factors, namely innova-
tive technological changes in the traditional real economy.
Therefore, special attention is paid to defining strategic
directions of innovative development of Zaporizhzhia re-
gion’s industrial complex by assessing enterprises’ inno-
vative activity in the industrial complex. Cluster develop-
ment models are used to improve the innovative develop-
ment management of industrial complexes in most indus-
trialized countries.

In this context, it is of particular importance to define
long-term strategic directions of innovative development
of the region’s industrial complex.

Issues of innovative development of the regions are re-
flected in the works [1–23].

The conducted research offers basic guidelines for as-
sessing the development of the industrial complex of the
region, as well as develops scientific approaches and rec-
ommendations for the management of the region’s indus-
trial complex. However, in general, the problem of defin-
ing strategic directions of innovative development of the
region’s industrial complex remains open; moreover, the
lack of innovative development strategy of the industrial
∗e-mail: nadezdash@ua.fm

complex slows down the development of projects, pro-
grams and scenarios of socio-economic development.

The purpose of the paper is to improve the innovative
development management of Zaporizhzhia region’s indus-
trial complex.

The following methods of economic research were
used in the research process: abstract-logical (for the-
oretical generalizations and formulation of conclusions),
statistical-economic (diagnostics of the state and assess-
ment of innovative development of the region’s industrial
complex).

2 The industrial potential of Zaporizhzhia
region

Zaporizhzhia region is one of the most economically at-
tractive regions of Ukraine due to great industrial and
agricultural potential, natural, as well as own energy re-
sources, high scientific and technical potential, developed
transport infrastructure, developed banking system and ac-
cessibility to the markets of Ukraine, CIS, Europe and
Asia. There are more than 160 powerful industrial enter-
prises in the region. States, particularly by the exchange
of good practices [9].

The industrial complex of the region provides 8.2%
of the national volume of sold industrial products (UAH
202.3 billion in 2019) – this is the 4th place among the
regions (table 1).

The development of the region’s industrial complex is
a required condition to achieve long-term competitive ad-
vantages and, accordingly, the effective operation of enter-
prises in the long run.

Most enterprises in the region need implementing ef-
fective modern energy-saving production technologies, as

© The Authors, published by EDP Sciences. This is an open access article distributed under the terms of the Creative Commons Attribution License 4.0
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Table 1. The volume of sold industrial products by individual
regions in 2019 [24]

Territory

Volume of sold
industrial products

in 2019

UAH mln.
% to total
production

sold
Ukraine 2480804.2 100.0

Dnipropetrovsk
region 454124 18.3

Donetsk region 283946 11.4
Kyiv (city) 232979.5 9.4

Zaporizhzhia region 202366.2 8.2
Kharkiv region 185639.2 7.5

Others 1118842.7 45.19

well as introducing effective measures to support domestic
producers in the local market, by creating regional clusters
in promising areas of the region’s development [25].

The basis of the region’s industrial complex is metal-
lurgical and energy complexes which produce 23.1% of
total iron, 34.3% of steel, 8.9% of coke, 25.9% of electric-
ity in Ukraine [24].

In the industrial complex, the leading place is occupied
by metallurgy (35.7%), the second place in the structure
of industry belongs to the power industry (24.2%), in the
third place is mechanical engineering (11.4%) [26].

The industrial potential of Zaporizhzhia region is
strengthened by a large number of branch scientific, re-
search and designing institutes, which are fully capable of
promoting the state policy of creating a strong industrial
base that not only meets domestic needs, but is produc-
tively competitive on the world market

Recently, science, technology and innovation have be-
come increasingly important for the economic develop-
ment of both the region and the state as a whole, which
provide a basis for effective development by generating
new knowledge. It is innovation that becomes a pre-
requisite to create additional wealth and form the socio-
economic paradigm of modern society.

In 2019, the region is not among the leading ones in
terms of innovation processes activity, although this indi-
cator is still higher than its average Ukrainian value. In
2019, the region ranked 4th among the regions of Ukraine
in terms of the share of innovatively active enterprises,
while in 2013 it was the leader of innovative activity in
Ukraine and took the 1st place.

In recent years, in the region there has been a tendency
to reduce the number of innovative enterprises (figure 1)
[26].

Thus, in 2019 in Zaporizhzhia region, 47 enterprises
and organizations of the region were engaged in innova-
tion activities, or 19.36% of the total number of surveyed
against 49 enterprises in 2015 and 56 in 1995. 30 enter-
prises (63.8% of total number of innovation- active enter-
prises) within the framework of innovation activities were
engaged in purchasing equipment, 11 innovation-active

Figure 1. Number of enterprises and organizations that carry out
scientific research and development

enterprises (23.4%) conducted their own internal research
and development and only 5 enterprises (12.8%) were en-
gaged in market innovation [26]. The number of industrial
enterprises that have implemented innovations is given in
table 2. The predominant number of innovation-active en-

Table 2. Number of industrial enterprises that implemented
innovations

Year 2010 2015 2017 2019
Total, units 19 45 37 43
implemented new
technological
processes, units

11 20 21 32

per cent to the total
number of companies
implementing innovation

57.9 44.4 56.8 74.4

including low-waste,
resource-saving
and waste-free
companies, units

6 11 7 8

per cent to the total
number of enterprises, 31.6 24.4 18.9 18.6

mastered the production
of innovative
types of products, units

14 35 26 21

per cent to the total
number of companies
implementing innovation

73.7 77.8 70.3 48.8

– incl. types of
equipment, units 3 21 16 13

per cent to the total
number of companies
implementing innovation

15.8 46.7 43.2 30.2

sold innovative
production, units 18 42 31 25

per cent to the total
number of companies
implementing innovation

94.7 93.3 83.8 58.1

terprises of Zaporizhzhia region is concentrated in the re-
gional center – Zaporizhzhia (more than 90%), the second
and third places in the number of innovation-active enter-
prises are occupied by Berdyansk and Melitopol.
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3 The main type of innovative activity of
industrial enterprises

The main type of innovative activity of industrial enter-
prises in 2019 and so forth continues to be the devel-
opment of innovative products manufacturing. 21 enter-
prises, or 48.8% of the total number of industrial enter-
prises that implemented innovations, are engaged in such
activities. In 2013, there were 44 such enterprises. 32
enterprises introduced new technological processes (com-
pared to 35 in 2013), but only every 3rd of these enter-
prises implemented resource-saving and waste-free tech-
nologies. The volume of sold innovative products de-
creased from UAH 3,162.3 mln. in 2017 to UAH 2,801.82
mln. in 2019, or by 11.4%. In terms of the volume of
sold innovative products, the region in 2019 ranked 8th in
Ukraine. The region accounted for 8.2% of the total vol-
ume of sold innovative products in Ukraine.

The volume of fundamentally new innovative products
also remains insignificant. Industrial enterprises prove to
sell innovative new products primarily for enterprises, not
for the market.

The decrease in the output of innovative products in the
region is largely due to innovation costs reduction. Thus,
during 2017–2019 in the region the innovation activities
costs were reduced from UAH 1,393.4 mln. to UAH 681.7
mln., or by 2.1 times. In 2019, the region ranked 9th in the
total innovation funding in Ukraine. It accounted for 4.8%
of its total volume.

Regarding the structure of innovation funding sources,
in 2019, as in previous years, the key ones are the enter-
prises’ own funds (98.05%). A number of large-scale in-
novative projects have been implemented at the region’s
enterprises, which are aimed at ecological and energy-
efficient renovation, modernization of production and de-
velopment of new types of products. The main innovation
funding source over the past ten years are the enterprises’
own funds (table 3).

Table 3. The industrial enterprises’ innovation funding sources

Year Total
costs

Incl. at the
expense
of funds,

UAH thous.
Own
funds

Domestic
investors

Foreign
investors

Other
sources

2009 163878.0 160788.5 – – 623.8
2010 128595.1 127895.1 – – –
2011 800427.2 648835.4 12682.5 9463.5 130331.2
2012 242990.6 235426.2 – – 6459.4
2013 298671.5 298667.5 – – 4.0
2014 339943.9 335729.6 – – 4214.3
2015 321051.3 321051.3 – – –
2017 1393360.2 1161569.9 – – 231790.3
2019 681707.2 668400.3 – 3200 3400

The main direction of innovation expenditures during
2009–2019 in the region is still the purchase of machin-
ery, equipment and software. In 2019, expenditures in this

area of innovation amounted to UAH 514.4 mln., which
was 75.5% of the total expenditures on innovation. Indus-
trial enterprises spent the least on acquiring other exter-
nal knowledge. In 2019, it amounted to UAH 0.3 mln.,
which is only 4.54% of the total innovation costs. Expen-
ditures on purchasing machinery, equipment and software
increased the most during this period.

It should be noted that most powerful industrial enter-
prises that are the main consumers of innovative products
have their own research institutions or cooperate with lead-
ing industry research institutions of Ukraine which com-
pete significantly with private innovative firms.

Due to the high cost of research and development
(R&D) and designing, some companies refuse to develop
and implement innovative products of their own produc-
tion, explaining this by decrease in their competitiveness
and insufficient financial support from the state.

Taking into account that there is an active market for
innovation both within the country and abroad, in the re-
gion in most cases there is no mechanism of interaction
between consumers and manufacturers of innovative prod-
ucts. The reason for this situation is the lack of an orga-
nizational system in the region, which allows to purpose-
fully transform the results of scientific and technical ac-
tivities into existing technologies and new enterprises that
produce unique, competitive products on the world mar-
ket.

Zaporizhzhia region has a very high innovation poten-
tial. However, in recent years, innovation and investment
activities of the region’s enterprises have not been devel-
oping effectively enough, despite the significant attention
of the state to this field.

4 The integral indicators for assessing the
innovative development of Zaporizhzhia
region’s industrial complex

To outline the innovation strategy of the region’s indus-
trial complex, it is necessary to determine the factors in-
fluencing the innovative development of Zaporizhzhia re-
gion’s industrial complex and evaluate its innovative ac-
tivity. To define the favorable and problematic factors in-
fluencing innovative development, it is relevant to eval-
uate the innovative activity of Zaporizhzhia region’s in-
dustrial enterprises according to the methods proposed by
O. B. Zhykhor and L. M. Matrosova [27, 28]. Data to
calculate a comprehensive indicator of innovative devel-
opment of Zaporizhzhia region’s industrial complex are
given in (table 4) [26].

Data to calculate a comprehensive indicator of innova-
tive development of Ukraine industrial complex in 2009–
2019 (table 5) [24].

To calculate innovative development indicators of Za-
porizhzhia region’s industrial complex in 2009-2019 and
innovative development indicators of Ukraine’s industrial
complex in 2009-2019, there are such evaluation criteria:

1. The breadth of coverage of the region’s enterprises
with innovative activities:
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Table 4. Data to calculate a comprehensive indicator of innovative development of Zaporizhzhia region’s industrial complex in
2009–2019

Output
data

Years
2009 2010 2011 2012 2013 2014 2015 2017 2019

Number of IAE
Nia

31 22 116 115 115 108 49 42 47

Number of
surveyed

enterprises
(N)

441 415 421 386 399 470 403 384 397

Volumes of sold
products

UAH mln.
(in actual
prices),

UAH mln.
(Qz)

53095.4 66768 81503.2 82505.7 78490 97797.6 124249.8 197495.3 202366.2

Manufacturing
of new products
types mastered,
articles (r3 vid)

132 114 619 446 397 611 397 319 209

New
technological

processes
implemented

(Hm)

134 170 509 114 207 212 114 142 156

Total amount
of innovation

costs,
UAH mln.

(Dob)

163.88 128.6 800.4 243 298.7 339.9 321.1 1393.4 681.7

Number of
employees by

industrial
activity type,
thous. people

(P)

176.5 175 173.6 170 163.1 151.2 149.6 138.8 137.3

Volume of
shipped

innovative
products,
UAH mln.

(Vn)

2144.9 1979 2490.3 1671.6 1671.1 1530 3162.3 4041.2 2801.8

– Share of IAE in their total number, %
(Nia/N · 100%);

– Share of shipped innovative products in total in-
dustrial output, % (Vz/Qz · 100%);

2. The range of distribution of types and objects of in-
novation among innovation-active enterprises:

– Average number of new types of industrial prod-
ucts per IAE (r3 vid/Nia);

– Average number of new technologies per IAE
(Hm/Nia).

3. The degree of financial support for innovation activ-
ities of enterprises involved in developing and im-
plementing innovations:

– Average amount of innovation costs per one inno-
vatively active enterprise, thous. UAH (Dob/Nia);

– Average number of employees per IAE (P/Nia).

Economic and mathematical modeling based on a gen-
eralized desirability function (or Harrington’s scale) was
used to determine the complex indicator of innovative de-
velopment of the industrial complex.

It should be noted that the integrated indicator of inno-
vative development of machine-building enterprises based
on the Harrington function varies in the range {0; 1}. More-
over, the closer it is to the unit, the greater the level of
machine-building enterprises’ innovative development is.

In general, the values of the Harrington function are
interpreted as follows (table 6).
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Table 5. Indicators of innovative development of Ukraine’s
industrial complex of Ukraine in 2009–2019

Output
data

Years

20
09

20
10

20
11

20
12

20
13

20
14

20
15

20
17

20
19

Number of IAE
Nia 14

11

14
62

18
50

17
58

17
15

16
09

15
76

67
2

68
7

Number of
surveyed

enterprises
(N)

11
02

3

10
59

4

11
45

4

10
08

9

10
20

8

10
01

0

10
00

2

49
78

46
99

Volumes of sold
products

UAH mln.
(in actual
prices),

UAH mln.
(Qz)

80
65

50
.6

10
65

85
1

13
31

88
7.

6

14
00

68
0.

2

13
54

13
0.

1

13
89

14
0.

5

17
76

60
3.

7

26
08

02
7.

7

29
38

83
0.

8

Manufacturing
of new products
types mastered,
articles (r3 vid) 80

65
50

.6

10
65

85
1

13
31

88
7.

6

14
00

68
0.

2

13
54

13
0.

1

13
89

14
0.

5

17
76

60
3.

7

26
08

02
7.

7

29
38

83
0.
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New
technological

processes
implemented

(Hm)

18
93

20
43

25
10

21
88

15
76

17
43

21
17

18
31

23
18

Total amount
of innovation

costs,
UAH mln.

(Dob)

79
49

.9

80
45

.5

14
33

.9

11
48

0.
6

95
62

.6

76
95

.9

13
81

3.
7

91
17

.5

14
22

0.
9

Number of
employees by

industrial
activity type,
thous. people

(P)

30
31

28
60

28
28

28
04

26
73

22
97

20
40

18
94

18
67

Volume of
shipped

innovative
products,
UAH mln.

(Vn)

31
43

2.
3

33
69

7.
6

50
51

1.
74

36
15

7.
8

35
89

1.
6

25
66

9

23
05

0

17
71

4.
2

34
26

4.
9

The basis of this indicator is the idea of transforming
the natural values of each innovation development indica-
tor (table 7) into a dimensionless form in (table 8), fol-
lowed by the definition of partial i functions by Harring-
ton’s scale dri (table 9) and a comprehensive indicator of
innovative development of the region’s industrial complex
D (table 10) and Ukraine’s (table 11):

D = r

√√ r∏
i=1

dri , dri = exp (− exp (−yri )), (1)

where r – the number of indicators used to assess innova-
tion development; dri – a partial function by Harrington’s

Table 6. Interpretation of estimates of the complex level of
machine-building enterprises’ innovative development based on

the Harrington function

№

Values of the integrated
indicator of machine-
building enterprises’

innovative development
on the scale of the

desirability function

Interpretation of the level of
machine-building enterprises’

innovative development

1 D > 0.8
High level of innovative

development

2 0.63 < D < 0.8
Good level of innovative

development

3 0.37 < D < 0.63
Satisfactory level of

innovative development

4 0.2 < D < 0.37
Unsatisfactory level of
innovative development

5 D < 0.2
Low level of innovative

development

scale; yri – an innovation development indicator in a di-
mensionless form.

Table 7. Natural values of indicators of enterprises’ innovative
development of the region’s industrial complex

Year
r1,
%

r2,
%

r3,
units

r4,
units

r5,
UAH
thous.

r6,
people

2009 7.03 4.04 4.26 4.32 5.29 5.69
2010 5.30 2.96 5.18 7.73 5.85 7.95
2011 27.55 3.06 5.34 4.39 6.90 1.50
2012 29.79 2.03 3.88 0.99 2.11 1.48
2013 28.82 2.13 3.45 1.80 2.60 1.42
2014 22.98 1.56 5.66 1.96 3.15 1.40
2015 12.16 2.55 8.10 2.33 6.55 3.05
2017 10.94 2.05 7.60 3.38 33.18 3.30
2019 11.84 1.38 4.45 3.32 14.50 2.92

Table 8. Determining the dimensionless type of innovative
development indicators of the region’s industrial complex

Year yr1 yr2 yr3 yr4 yr5 yr6

2009 0.55 1.04 2.24 3.22 0.94 2.65
2010 0.38 0.94 3.15 5.53 1.06 4.07
2011 1.71 0.81 3.05 3.23 0.89 0.98
2012 1.71 0.78 2.00 0.80 0.32 0.93
2013 1.72 0.80 1.89 1.96 0.47 0.91
2014 1.43 0.85 2.49 1.81 0.66 0.98
2015 0.76 1.96 4.16 3.08 0.76 2.41
2017 0.81 3.01 2.14 1.24 2.45 1.17
2019 0.81 1.19 1.42 0.98 0.70 1.07

The natural values of enterprises’ innovative activity
indicators in the region are determined on the basis of en-
terprises’ quantitative characteristics. For example, the in-
dicator r1 (share of IAE) is the ratio of the number of inno-
vatively active enterprises to the total number of surveyed
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Table 9. Calculation of partial functions due to years

Year dr1 dr2 dr3 dr4 dr5 yr6

2009 0.56 0.70 0.90 0.96 0.68 0.93
2010 0.51 0.68 0.96 1.00 0.71 0.98
2011 0.83 0.64 0.95 0.96 0.66 0.69
2012 0.83 0.63 0.87 0.64 0.49 0.67
2013 0.84 0.64 0.86 0.87 0.53 0.67
2014 0.79 0.65 0.92 0.85 0.60 0.69
2015 0.63 0.87 0.98 0.95 0.63 0.91
2017 0.64 0.95 0.89 0.75 0.92 0.73
2019 0.64 0.74 0.79 0.69 0.61 0.71

Table 10. Determining the dimensionless type of innovative
development indicators of Ukraine’s industrial complex for

2009–2019

Year yr1 yr2 yr3 yr4 yr5 yr6

2009 0.84 1.66 0.86 0.85 0.64 1.14
2010 0.90 1.35 0.74 0.89 0.63 1.03
2011 1.06 1.62 0.79 0.86 0.89 0.81
2012 1.14 1.10 0.87 0.79 0.75 0.84
2013 1.10 1.13 0.82 0.58 0.64 0.82
2014 1.05 0.79 1.03 0.69 0.55 0.75
2015 1.05 0.55 0.88 0.48 0.98 0.67
2017 0.89 0.29 1.60 1.73 1.55 1.49
2019 0.96 0.50 1.41 2.14 2.37 1.44

Table 11. Calculation of partial functions due to years

Year dr1 dr2 dr3 dr4 dr5 yr6

2009 0.65 0.83 0.65 0.65 0.59 0.73
2010 0.67 0.77 0.62 0.66 0.59 0.70
2011 0.71 0.82 0.63 0.65 0.66 0.64
2012 0.73 0.72 0.66 0.63 0.62 0.65
2013 0.72 0.72 0.65 0.87 0.59 0.64
2014 0.71 0.63 0.70 0.85 0.56 0.62
2015 0.71 0.56 0.66 0.95 0.69 0.60
2017 0.66 0.47 0.82 0.75 0.81 0.80
2019 0.68 0.54 0.78 0.69 0.91 0.79

enterprises, it is measured in % (2):

r1 =
Nia

N
· 100%. (2)

The average value of innovative costs r5 is the ratio
of the total number of innovation costs to the number of
innovatively active enterprises (3),

r5 =
Dob

Nia
. (3)

It is measured in monetary units (UAH thous.) (ta-
ble 7).

In order to use an integrated efficiency indicator (in the
work – the geometric mean), it is essential for the indica-
tors used to have the same units of measurement. There-
fore, the transition from natural values of enterprises’ in-
novative activity indicators in the region to dimensionless.
Each indicator refers to a similar one calculated for this

period for Ukraine as a whole (4), (table 8):

yr1 =
region′s

Ukraine′s
. (4)

Table 12 provides the results of calculating the com-
prehensive indicator of innovative development of Zapor-
izhzhia region’s and Ukraine’s industrial complexes in
2009–2019.

Table 12. Integral indicators of innovative development of
Zaporizhzhia region’s industrial complex and Ukraine’s

industrial complex in 2009–2019

Year

Integral indicators of enterprises’ innovative
development

Zaporizhzhia
region’s industrial

complex

Ukraine’s industrial
complex

Inx

Changes
to the

previous
year

Inn

Changes
to the

previous
year

2009 0.77 – 0.68 –
2010 0.78 0.01 0.77 -0.01
2011 0.78 0 0.68 0.01
2012 0.68 -0.10 0.67 -0.01
2013 0.72 0.04 0.65 -0.02
2014 0.74 0.02 0.64 -0.01
2015 0.81 0.07 0.62 -0.02
2017 0.81 0 0.72 0.10
2019 0.69 -0.12 0.76 0.04

According to the results of data analysis (table 12), it
turns out that the integral indicators for assessing the in-
novative development of Zaporizhzhia region’s industrial
complex during 2009–2019 are unstable, varying from
0.68 to 0.81.

These indicators prove the “good” ability and readi-
ness of Zaporizhzhia region’s industrial complex to carry
out effective innovation activities.

In particular, for Ukraine, the integrated indicators of
innovative development of the industrial complex vary
from 0.62 to 0.77. It was found that the indicator of in-
novative development of Zaporizhzhia region’s industrial
complex in 2019 is 9.2% less than Ukraine’s industrial
complex. This indicates that the innovative development
of Zaporizhzhia region’s industrial complex lags behind
Ukraine’s one.

Among the factors favorable for embodying the re-
gion’s innovation potential, there should be noted the high
potential of the region’s enterprises to innovate, as well as
the relatively high level of R&D expenditures. The most
problematic factors in the region’s innovative development
are the quality of research institutions and the low corre-
lation of foreign direct investment with new technologies
transfer.

The assessment of the enterprises’ innovative develop-
ment in Zaporizhzhia region’s industrial complex indicates
the need to intensify innovation and optimize innovation
potential. In order to further develop the region’s indus-
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trial complex, it is necessary to move to its innovative de-
velopment model. The optimal model of the innovation
strategy of Zaporizhzhia region’s industrial complex is a
cluster development strategy [29].

5 Conclusions

In order to improve the innovative development manage-
ment of Zaporizhzhia region’s industrial complex, the in-
novative strategy of the region’s industrial complex is sub-
stantiated by assessing the enterprises’ innovative activity
on an integrated indicator, which is a generalized desirabil-
ity function. It is established that the comprehensive indi-
cator of innovative development of Zaporizhzhia region’s
industrial complex in 2019 is 9.2% less than Ukraine’s in-
dustrial complex. In addition, the volume of sold inno-
vative products in the region in 2019 decreased by 11.4%
compared to 2017. The decrease in the output of inno-
vative products in the region is largely due to innovation
costs reduction from UAH 1,393.4 mln. to UAH 681.7
mln., or by 2.1 times. This is due to the declining role of
the state as a direct investor, the lack of private investors
and the low level of innovation and investment infrastruc-
ture in Zaporizhzhia region.

It has been found necessary to intensify innovation and
transition to an innovative development model. The clus-
ter development strategy is substantiated by the innovation
strategy model of Zaporizhzhia region’s industrial com-
plex.
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Abstract. The article discusses the modeling of grain transportation in the system of grain processing indus-
tries. The question of determining the need of vehicles for the maintenance of agricultural work is of great
national economic importance. It is associated with the problem of the effective use of material and cash re-
sources, land and labor in grain farming. The resulting task is a difficult experimental task.

1 Introduction
To improve the efficiency of grain production, it is nec-
essary to ensure a close connection of the grain industry
with the branches engaged in the storage and processing
of grain crops and the sale of their products.

Proper organization of the export of the grown grain
crop plays an important role in improving the efficiency of
the grain receiving enterprises (GRE) and the entire sector
of the economy, as it contributes to a relative reduction in
all transportation costs, improving the quality and safety of
grain, reducing the cost of harvesting, improving the eco-
nomic relations between the grain processing industries in
the process of transportation and procurement works in a
short time.

All sorts of oncoming, unnecessarily long-distance
transportation of grain crops distract vehicles from trans-
portation that is really necessary for the national economy,
unreasonably increase the volume of transport and load-
ing and unloading operations, which, in turn, causes an
irrational expenditure of public funds allocated for reim-
bursement of expenses for the organization of transport
systems. Consequently, the reduction of export costs can
be achieved on the basis of rational transportation patterns
by optimally linking grain farms with GRE [1].

A prerequisite for the procurement of grain is to deliver
it to the GRE in the shortest possible time. At the same
time, it is necessary to organize timely delivery of grain
from the landlords to the GRE.

At present, a large number of economic and mathe-
matical models in the grain processing industry have been
developed [2–4], in which there are three main areas:
∗e-mail: sad171@mail.ru
∗∗e-mail: aiymzhan.makulova@narxoz.kz
∗∗∗e-mail: nesipkul.bayboltaeva.53@mail.ru
∗∗∗∗e-mail: sarsenbieva60@mail.ru
†e-mail: aliya.imatayeva@narxoz.kz

• development and solution of economic and mathemati-
cal problems of on-farm analysis;

• development and solution of economic and mathemati-
cal problems at the level of agro-industrial associations
and individual units of the grain processing industry;

• development and solution of economic and mathemati-
cal problems of industry analysis.

At present, the tasks of the first direction are the most
developed and implemented, since the information neces-
sary for them is more accessible and reliable. The objec-
tives of this direction include: optimization of the use of
mineral and organic fertilizers; optimization of crop de-
velopment plan; optimization of the production structure
of the grain enterprise, etc.

The second direction, which has arisen in connection
with the organization of agro-industrial associations, in-
cludes the tasks of optimizing not only the production of
grain production, but also its industrial processing within
the associations. The third direction is connected with
the development and solution of problems of development
of individual links of the grain processing industry at the
level of the oblast, krai and republic. The main objective of
this direction is the optimal placement and specialization
of grain production by regions, as well as the optimization
of purchases of grain products by farms, regions, regions
and republics [2].

The main directions of improving the efficiency of
transport in the grain processing industry include:

• the organization of the work of transport with the aim
of the most efficient use of vehicles, labor, material and
other resources in order to best meet the needs of the
grain processing industries under consideration and re-
duce product losses;

© The Authors, published by EDP Sciences. This is an open access article distributed under the terms of the Creative Commons Attribution License 4.0
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• the distribution and use of resources within the transport
industry in such a way as to ensure the implementation
of transport work with minimal economic costs;

• improvement of the vehicle fleet by rationalization of
its structure taking into account the specificity of grain
products.

Until now, the above-mentioned tasks of optimal use
of transport systems in the grain processing industry were
solved separately: either products were distributed accord-
ing to a given production nomenclature without taking into
account the parameters of the vehicles used, or rolling
stock between the clientele, without taking into account
the specificity of the product being transported, or already
established links.

Proceeding from this, the problem of optimizing the
use of transport systems in the grain processing industry
should be considered in an integrated approach in the field-
procurement-processing-market production complex, tak-
ing into account market relations.

In the integrated field-harvesting-processing system,
on the example of the Akmola region, optimal options
for attaching grain farms to grain receiving enterprises are
determined on the basis of effective use of their techni-
cal ability in operations of receiving, processing, placing,
forming batches of grain and the optimal scheme for link-
ing grain receiving enterprises to processing plants taking
into account the distance of transportation for the intended
purpose, as well as the annual demand. These model so-
lutions can be used to justify the capacity, throughput of
grain receiving elevators and managing grain sales.

The developed models for transporting grain and grain
products in the production complex “field-harvesting-
processing-market” to the interactive specialized software
package “ASTYK” were introduced in the territorial de-
partments of agriculture of the republic.

2 Material and methods

When optimizing the technology of grain procurement in
the system “field-procurement”, it is possible to determine
the main parameters of the volume of procurement and the
formation of optimal flows of grain transportation vehi-
cles. These include: identifying the possible magnitude
of the volume of workpieces and the proportion of grain
crops, as well as determining the number of batches of
grain to be formed for specific purposes, depending on the
state and technological dignity.

The task of linking grain farms with GRE belongs to
the class of operational planning tasks. The mathemat-
ical model of the task of linking grain farms with GRE
is formulated as a multi-index transport-distributed linear
programming problem of high dimensionality.

It is necessary to find in the area of permissible values
such solutions, at which the work carried out by vehicles
for the transportation of grain crops in the field-harvesting
system is minimized.

Let us proceed to the consideration of the mathemati-
cal model of problems.

Required to minimize

F(x) =

m∑
i=1

n∑
j=1

L∑
l=1

T∑
t=1

Ril Xi jlt (1)

with restrictions:
per volume of crops grown

L∑
l=1

Xi jlt ≥ Qi jt, i = 1,m; j = 1, n; t = 1,T ; (2)

on the volume of grain blanks of each GRE

m∑
i=1

Xi jlt ≥ Pl jt, l = 1, L; j = 1, n; t = 1,T ; (3)

per capita capacity

α1 ≤

m∑
i=1

n∑
j=1

T∑
t=1

Xi jlt, l = 1, L; (4)

on technical capabilities

m∑
i=1

Ui jtXl jt ≤ ViltP jlt, j = 1,m; l = 1, L; t = 1,T ; (5)

with the natural requirement of nonnegativity of variables

Xi jlt ≥ 0, i = 1,m; j = 1, n; l = 1, L; t = 1,T ; (6)

where i - the index of grain farming;
j – the index of the type of grain crops;
l – the index of GRE;
t – the index of the time subperiod;
Qi jt – the volume of grain crops of the j-th species in

the i-th farm, which must be transported to the subperiod
t;

P jlt – the volumes of preforms l-th GRE of j-th culture
sub-period t;

αl – the the minimum amount of grain required for the
smooth operation of l-th GRE;

Ril – the distance between the i-th grain farms and l-th
GRE;

Uil – the proportion of the j-th culture in the i-th econ-
omy sub-period t;

Vilt – the proportion of j-th culture in l-th GRE and
subperiod t;

Xi jlt – volumes of delivered grain crops of the j-th
species from the grown i-th grain farming to the l-th in
the subperiod t.

In the more general case, the model (1) - (6) should be
supplemented with inequalities of the type (4), taking into
account the grain drying capacities of the GRE. However,
the mathematical content of the model will change.

When solving the problem (1) - (6) by conventional
linear programming methods, considerable difficulties
arise associated with the high dimensionality of the prob-
lem and the limited amount of high-speed memory of com-
puter equipment [5].
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The specificity of the constraint system (1) - (6) allows
the use of the aggregation method: the process of solv-
ing the original problem is replaced by solving a number
of problems of a much smaller dimension with the corre-
sponding linking of the solutions obtained.

Information support of the task is based on data on the
names of grain farms and GRE of the considered area, in-
formation about the capacity and throughput of GRE, dis-
tances of transportation of grain from producers to GRE,
information about planned deliveries of grain from grain
farms, about the availability of unloading mechanisms at
GRE, etc.

3 Results and discussion

Experimental calculations using the model (1) - (6) were
performed on real data from the Akmola regional depart-
ment of agriculture and the Statistics Committee of the
Ministries of the National Economy of the Republic of
Kazakhstan in recent years using the developed special-
ized dialogue complex “ASTYK”, which provides a real-
time solution to the problem linking grain farms with GRE
in the region. Intended for carrying out calculations on
linear models of various contents of dimension and struc-
ture based on standard software, and the procedures allow:
parametric generation of models, their additional calcula-
tion diagnostics, automatic setup of report generation pro-
grams, dialog management [3].

In accordance with this, the software performs:

• tabular input of information;

• control and correction of the initial information;

• calculation of the optimal linking plan;

• analysis and correction of the results;

• issue of output forms of documents.

Experimental calculations consist of three stages:

1) preparation of initial information for solving a specific
variant of the problem;

2) problem solving;

3) the issuance of the results of the decision in a user-
friendly form.

At the first stage, the MPS-format of data presentation
was adopted for presenting initial information in modern
packages for solving optimization problems of mathemat-
ical programming.

We have developed a set of programs that translate data
into the MPS-format, which allows presenting input data
in the form of tables, quickly and efficiently correcting the
input information.

At the second stage, in order to establish the optimal
variant of linking grain farms with GRE, the following
tasks were solved:

• grouping of grain farms according to GRE, taking into
account the existing list on the basis of contracting
agreements;

• grouping of grain farms according to GRE, taking into
account the shortest distance of grain delivery within the
region;

• grouping of grain farms according to GRE, taking into
account the shortest distance of grain delivery within the
region.

The calculation was carried out in the context of 104
grain farms and 33 GRE area, where the power GRE cor-
respond to the volume of produced grain. Minimum oper-
ating costs are obtained on the basis of a decrease in the
distance of grain transportation by road from grain farms
to GRE.

When evaluating the binding scheme of the studied
variants, the analysis of the solution showed that the sec-
ond option is considered the most optimal, i.e. linkage of
grain farms for GRE, taking into account the shortest dis-
tance of grain delivery within the region.

As a result of work of farms, GRE and automobile
transport in accordance with the optimal scheme of link-
ing farms with GRE, the average distance of grain delivery
to enterprises decreased against the existing one by 13.1
km, i.e. reduced the cost of transporting 1 ton of grain by
3024 tenge in the whole area. From optimizing the linkage
of grain farms with GRE, the overall economic efficiency
amounted (estimated) to 709,128 thousand tenge.

At the third stage, on the basis of the decision received
and the initial information, the technical and economic in-
dicators of interest to us are calculated in the form of re-
ports.

Experimental calculations showed the need to take into
account in the model (1) – (6) still a number of conditions
and restrictions, and those that are usually unknown in ad-
vance and can only be updated by a planner directly in the
process of forming a plan.

In the above model (1) – (6) it is assumed that all quan-
tities are deterministic, but research shows that these quan-
tities cannot be considered as predetermined, since they
can vary significantly under different conditions. There-
fore, the deterministic model (1) – (6) does not reflect
the conditions associated with the random nature of the
quantities, and it becomes necessary to consider models of
stochastic programming that take into account the proba-
bilistic nature of the initial information [4–7].

Suppose that all the data of the model (1) – (6), ex-
cept for the right-hand sides of inequalities (3) and (5), are
known in advance. Let the value of Pilt – the volume of
billet grain GRE – is a random variable with a given dis-
tribution law. Then problem (1) – (6) can be formulated as
a one-stage stochastic problem in the form.
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Z =

m∑
i=1

n∑
j=1

L∑
l=1

T∑
t=1

RilXi jlt+

+M

 n∑
j=1

L∑
l=1

T∑
t=1

α jlt

max

0;
m∑

i=1

Xi jlt − P jlt(Θ)


+

+M

 n∑
j=1

L∑
l=1

T∑
t=1

β jlt

max

0;
m∑

i=1

Ui jtXi jlt − V jltPl jt(Θ)




→ min,
(7)

L∑
l=1

Xi jlt ≥ Qi jt, i = 1,m; j = 1, n; t = 1,T ; (8)

m∑
i=1

n∑
j=1

T∑
t=1

Xi jlt ≥ α1, l = 1, L; (9)

Xi jlt ≥ 0, i = 1,m; j = 1, n; t = 1,T ; (10)

where α jlt, β jlt – penalty multipliers. Problem (7) – (10)
can also be formulated as a two-stage stochastic linear
problem in the form:

Z =

m∑
i=1

n∑
j=1

L∑
l=1

T∑
t=1

RilXi jlt + My+(θ) + My−(θ)

→ min, (11)

L∑
l=1

Xi jlt − Y+
jlt(Θ) ≤ P jlt(Θ),

j = 1, n; l = 1, L; t = 1,T ; (12)

m∑
i=1

Ui jtXi jlt − Y−jlt(Θ) ≤ V jltP jlt(Θ),

j = 1, n; l = 1, L; t = 1,T ; (13)

L∑
l=1

Xi jlt ≥ Qi jt, i = 1,m; j = 1, n; t = 1,T , (14)

m∑
i=1

n∑
j=1

T∑
t=1

Xi jlt ≥ α1, l = 1, L; (15)

Xi jlt ≥ 0, i = 1,m; j = 1, n; l = 1, L; t = 1,T , (16)

y+(Θ) =

n∑
j=1

L∑
l=1

T∑
t=1

α jlty
+
jlt(Θ);

y−(Θ) =

n∑
j=1

L∑
l=1

T∑
t=1

β jlty
−
jlt(Θ);

y+
jlt(Θ) = max

0;
m∑

i=1

Xi jlt − P jlt(Θ)

 ,
y−jlt(Θ) = max

0;
m∑

i=1

Ui jtXi jlt − X jltP jlt(Θ)



The problem record in the form (11) – (16) is conve-
nient for qualitative research. For the numerical solution,
the record in the form (7) – (10) is adapted.

The resulting task is a difficult experimental task.
Known linear programming methods are not applicable
for its solution. It should be noted that the complexity
of the solution is due to the fact that it is almost impossi-
ble to obtain an exact expression of the function Z and its
derivatives. Therefore, to solve problem (7) – (10), it is ad-
visable to apply direct probabilistic methods of stochastic
programming, in particular, the method of stochastic lin-
earization [8], which is defined by the following iterative
procedures:

XS +1 = XS + PS (X̄S − XS ), (17)

ZS +1 = ZS + δS (ξS (XS ) − ZS ), (18)

(ZS , (X̄S ) = max(ZS , XS ) (19)

x ∈ X

where (X0, (Z0 are arbitrary points, X – convex set:

M(ξS (X0, ...XS )) = 5F(XS ), 0 ≤ PS ≤ 1;

∞∑
S =0

P2
S < ∞;

∞∑
S =0

PS = ∞; (20)

0 ≤ δS ≤ 1,
∞∑

S =0

δ2
S < ∞;

∞∑
S =0

δS = ∞, (21)

(PS /δS )→ 0,
∞∑

S =0

M(P2
S + δ2

S ) < ∞ (22)

It should be noted that the algorithm of the method of
stochastic linearization (17) – (19) can be applied to solve
the problem (7) – (10) in the event that there exists Z(X,Θ).
If it is difficult to guarantee the existence of Z(X,Θ), then
one can apply the method of stochastic linearization with
smoothing [9, 10]. In this case, one should calculate the
stochastic generalized gradient of the function Z(X,Θ).

We now show the calculation of the stochastic general-
ization of the gradient of the function. Denote by Z1(X,Θ)
and Z2(X,Θ) integrand expressions of objective function
(7) i.e.

Z1(X,Θ) =

n∑
j=1

L∑
l=1

T∑
t=1

α jlt max

0;
m∑

i=1

Xi jlt − P jlt(Θ)



Z2(X,Θ) =

n∑
j=1

L∑
l=1

T∑
t=1

β jlt max

0;
m∑

i=1

Ui jtXi jlt − V jltP jlt(Θ)


according to the rules for calculating subgradients

Ẑ1x(X,Θ) =

a jlt, if
m∑

i=1
Xi jlt ≥ P jlt(Θ)

0, otherwise

Ẑ2x(X,Θ) =

β jltUi jt, if
m∑

i=1
Ui jtXi jlt ≥ V jltP jlt(Θ)

0, otherwise
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it follows that

ξS
1 j =

1, if
m∑

i=1
Xi jlt ≥ P jlt(Θ)

0, otherwise
(23)

ξS
2 j =

Ui jt, if
m∑

i=1
Ui jtXi jlt ≥ V jltP jlt(Θ)

0, otherwise
(24)

This means that the stochastic quasi-gradient of the objec-
tive function Z(x,Θ) of the problem (7) – (10) at any point
can be determined by the formula of the following form:

xiSj =

m∑
i=1

L∑
l=1

Ril −

n∑
j=1

L∑
l=1

T∑
t=1

α jltξ
S
1 j −

n∑
j=1

L∑
l=1

T∑
t=1

β jlttξ
S
2 j

where ξS
1 j and ξS

2 j determined according to (23) and (24).
Thus, according to the experimental calculation with

the smallest distance of grain delivery, an economic pre-
requisite is created to reduce the cost of grain procurement
in the grain processing industry.

Consider the model of transportation of grain in the
integrated system “Field-preparation-processing”.

Reducing transportation costs during transportation of
grain in the integrated field-harvest-processing system,
preserving their quality by accelerating transportation is
achieved by attaching the most rational transportation pat-
terns through optimal coordination and coordination of its
component subsystems.

We have developed two-stage optimization models for
managing the formation of stocks and the implementation
of target batches of wheat in the production system “field-
procurement-processing” [1, 3].

The mathematical model of grain transportation in the
complex system “field-procurement-processing” is formu-
lated as a production and transport problem of linear pro-
gramming of large dimensionality.

It is necessary to find in the area of permissible values
such solutions, at which the work performed by vehicles
for the transportation of grain in this system is minimized.

We write the mathematical model in the form:
minimize

Z =

m∑
i=1

L∑
l=1

n∑
j=1

R(1)
i jl Xi jl +

L∑
l=1

K∑
K=1

n∑
j=1

R(2)
lk jYlk j (25)

under restrictions
on the volume of grain production by an unattached grain
manufacturer

L∑
l=1

Pl j −

m∑
i=1

Qi j = Qm+1, j, j = 1, n (26)

if Qm+1, j < 0, then Qm+1, j = 0;
on the volume of short delivery of grain at the enterprise
for the storage of grain

Pl j −

m∑
i=1

Xi jl = Hl j, j = 1, n; l = 1, L (27)

on the need for an unattached grain storage enterprise

m∑
i=1

Q jl −

L∑
l=1

Pl j = Pm+1, j, j = 1, n (28)

if Pm+1, j < 0, then Pm+1, j = 0;
on the volume of grain to be sold on the free market

Qi j −

L∑
l=1

Xi jl = S (1)
l j , j = 1, n; i = 1,m (29)

For the volume of grain supply to unattached grain
storage enterprises

K∑
K=1

Fk j −

L∑
l=1

(Pl j − Hl j) = AL+1, j, j = 1, n (30)

if AL+1, j < 0, then AL+1, j = 0;
on the volume of short delivery of grain to the processing
plant

Fk j −

L∑
l=1

Ylk j = Bk j, j = 1, n; k = 1,K (31)

on the needs of an unattached grain processing plant

L∑
l=1

(Pl j − Hl j) −
K∑

k=1

Fk j = Ck+1, j, j = 1, n (32)

if Ck+1, j < 0, then CK+1, j = 0;
for the volume of grain to be sold on the free market of a
grain storage enterprise

(Pl j − Hl j) −
K∑

k=1

Ylk j = S (2)
l j , j = 1, n, l = 1, L; (33)

on non-negativity of variables

Xi jl ≥ 0,Ylk j ≥ 0,

i = 1,m; j = 1, n;

l = 1, L; k = 1,K; (34)

where, i – the index of grain producers (collective and state
farms);

j – the index of the batch of grain by purpose;
l – the index of enterprises for the storage of grain

(GRE);
k – index of grain processing enterprises;
Qi j – the volume of production of the j-th batch of

grain at the i-th manufacturer;
Pli – the volume of storage of the j-th batch of grain at

the l-th enterprise for the storage of grain;
R(1)

il – the distance from the i-th grain producer to the
l-th enterprise grain storage;

Qm+1, j – the volume of production of the j-th batch of
grain unattached by the grain producer;

Hli – the volume of short deliveries of the j-th batch of
grain at the l-th enterprise for the storage of grain;
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Pm+1, j is the storage volume of the j-th grain batch of
an unattached grain storage enterprise at the i-th grain pro-
ducer to be sold on the free market;

S (1)
i j – j-th batch volume of grain from i-th grain pro-

ducer to be sold on the free market;
Fk j – the need of the k-th grain processing enterprise

in the j-th batch of grain;
R(2)

lk – the distance from the l-th enterprise for the stor-
age of grain to the k-th enterprise for processing;

Al+1, j – the volume of delivery of the j-th batch of grain
of an unattached enterprise for the storage of grain;

Bk j – the volume of short delivery of the j-th batch of
grain to the k-th grain processing enterprise;

Ck+1, j – the need for an unattached grain processing
enterprise in the j-th batch of grain;

S (2)
l j – the amount of j-th shipment of grain, subject

to the implementation of free market enterprise l-th grain
storage;

Xi jl – volumes supplied j-th grain party i-th producer
grain l-th grain storage entity;

Ylk j – volume supplied by j-th batch of grain from the
l-th enterprise for grain storage k-th company for process-
ing.

The task of transporting grain in the complex field-
harvesting-processing system was accomplished in two
stages: a field-harvesting and a storage-processing, which
determine the formation of optimal stocks and the imple-
mentation of target wheat lots.

When solving the problem in the system “field-
procurement”, the necessity was taken into account:
timely delivery of products to their destinations with
proper safety; effective use of vehicles, loading and un-
loading equipment of receiving and processing enter-
prises; rational use of technical capabilities of GRE for the
operations of receiving, processing, placing the formation
of batches of grain.

4 Conclusion

These solutions of the model (25) – (34) can be used to
justify the capacity, throughput of the GRE and control
the sale of grain. The developed models, in contrast to
previously known ones, are built in accordance with the
principles of targeting and taking into account the pecu-
liarities of regional development. In the integrated field-
harvesting-processing system, on the example of the Ak-

mola region, optimal options for attaching grain farms to
grain receiving enterprises are determined on the basis of
effective use of their technical ability in operations of re-
ceiving, processing, placing, forming batches of grain and
the optimal scheme for linking grain receiving enterprises
to processing plants taking into account the distance of
transportation for the intended purpose, as well as the an-
nual demand. These model solutions can be used to jus-
tify the capacity, throughput of grain receiving elevators
and managing grain sales. The digital (dialogue) technol-
ogy of optimization calculations “ASTYK”, complex, im-
plemented on the basis of standard software tools, can be
used for a wide class of tasks for optimizing transport and
logistics systems for grain processing in real time planning
process.
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Abstract. The paper investigates the issues of evaluating structural changes in the regions’ economic devel-
opment based on the comprehensive index assessment technology. The impact of the COVID-19 pandemic
on regional development and changes in the regional structure is considered. The authors propose the use of
block convolution to design a comprehensive index based on a set of metric initial indicators that characterize
the regions’ economic development. Grouping the set of initial indicators is carried out based on the method
of an extreme grouping of parameters and the method of principal components. A weighted linear additive
convolution was used to develop partial composite indices and an economic development comprehensive index.
The practical approbation was carried out for the regions of Ukraine according to the data of 9 months of 2019
and the same period of 2020. To establish the regions’ structure, we used the division of the comprehensive
index values into intervals and further distributing regions into classes according to the level of economic de-
velopment. There is a general decrease in the value of the integrated indicator in 2020, caused by the impact of
the COVID-19 pandemic. However, no significant changes in the structure of the regions were detected, which
indicates an equally negative impact of the pandemic for all regions of Ukraine.

1 Introduction

One of the most significant problems of regional develop-
ment is to ensure sustainable economic growth. The eco-
nomic system of any country is a multifunctional regional
entity, so the definition of long-term priorities of strategic
planning of regional development should be based on com-
prehensive assessments of the level of their economic de-
velopment. They allow tracking the dynamics and asym-
metry of development, to establish inequalities and gaps in
the region’s structure, to provide an analytical basis for the
preparation of strategic decisions on the transformation of
socio-economic development policy of individual regions.

Global problems related to climate changes, financial
crises, intensified competition in global and domestic mar-
kets, deepened in 2020 due to another global challenge
– the COVID-19 pandemic [1, 2]. Its destructive impact
has been reflected in all spheres of public life, destroying
established socio-economic processes and relationships.
Measures, severe restrictions, lockdowns aimed at curbing
the spread of the pandemic, were reflected in the negative
effects of slowing down the socio-economic development
of both regions and the world economy as a whole. They
were a prerequisite for a new financial and economic cri-
sis. This is evidenced by the results of analytical stud-
ies and forecast estimates of basic macroeconomic indi-
cators provided by global institutions, in particular, the

∗e-mail: violete@ukr.net
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∗∗∗e-mail: grygoruk.svitlana@gmail.com

World Bank (WB), the International Labor Organization
(ILO), the World Health Organization (WHO), the United
Nations (UN), the European Bank for Reconstruction and
Development (EBRD) and others.

In particular, according to the ILO, the loss of labor in-
come for the three quarters of 2020 compared to the corre-
sponding period of 2019 is estimated at 10.7%, or 3.5 tril-
lion USD [3]. The baseline forecast calculated by World
Bank analysts [4] predicts a reduction in world GDP by
5.2% in 2020. And although the world economy is ex-
pected to grow by 4.3% in 2021, the pandemic may hold
back economic activity and income growth for a long time
[5]. UBS Chairman Axel Weber also made a cautious fore-
cast about the pace of global economic recovery, noting
that "it would be at least a year to go back to pre-crisis lev-
els of GDP. It’ll take another year or two to be anywhere
near getting unemployment and pre-crisis growth back and
so it would be quite a long recovery that we’re facing" [6].

The consequences of the pandemic were especially
acute in developing economies countries, particularly in
Ukraine. Thus, according to the State Statistics Service of
Ukraine [7], real GDP in the third quarter of 2020 com-
pared to the third quarter of 2019 decreased by 3.5%. The
financial result before taxation of large and medium-sized
enterprises in the III quarter of 2020 amounted to 93.3 bil-
lion UAH of profit, while for the corresponding period of
2019 – UAH 342.8 billion in profit, which is 73% less.
Exports of goods for the period under review decreased by
3.6%, and imports – by 14.3%.

© The Authors, published by EDP Sciences. This is an open access article distributed under the terms of the Creative Commons Attribution License 4.0
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The main forecast macroeconomic indicators for the
end of 2020, presented by the Cabinet of Ministers of
Ukraine, envisage a fall in GDP by 4.8%, the inflation
rate – 11.6%; unemployment rate – 9.4%; reduction of the
average salary – 4.5%; decrease in exports – 5.5%, im-
ports – 10% [8]. According to the EBRD, by the end of
2020 GDP was expected to decline by 5.5%, but in 2021
it is predicted to grow by 3% [9]. The most optimistic
about the resumption of production are construction com-
panies, the most pessimistic – service companies that have
suffered the most from the introduction of quarantine re-
strictions.

The decline in macroeconomic indicators is directly
caused by negative changes in regional development. To
reduce the negative socio-economic consequences of the
COVID-19 pandemic, it is necessary to identify trends,
assess different scenarios of regional development, iden-
tify existing structural changes and develop a system of
measures within regional development strategies to stabi-
lize the situation. The presented macroeconomic forecasts
necessitate research aimed at estimating the real losses
from COVID-19 pandemic in terms of socio-economic de-
velopment of regions, identifying areas of rational use of
endogenous factors to ensure their sustainable economic
growth, which will contribute to the achievement of the
goals reflected in the State Strategy for Regional Develop-
ment for 2021–2027 [8].

2 Literature review

Currently, there is a large number of different scholar’s ap-
proaches to assess the economic development level and the
establishment of regional differences and imbalances.

These studies are based mainly on the use of quantita-
tively measurable indicators that allow sound mathemati-
cal processing to shape conclusions. One of the most com-
monly used approaches is research based on the analysis
of the GDP indicator and indicators derived from it like the
Hoover Concentration Index, the Theil index, the Herfind-
ahl index, etc. [10–14]. In particular, the authors also use
the Klassen typology to track the dynamics and nature of
changes in regional development.

Given the natural multidimensionality of regions’ eco-
nomic development description, widely used methods of
multidimensional statistical analysis for their structuring
by the level of this characteristic and determination of
disparities between regions, in particular, cluster analy-
sis, factor analysis, multidimensional scaling, structural
equation method, Solow-Swan, and Mankiw-Romer–Weil
growth models [12, 15–23], which allows grouping re-
gions into homogeneous aggregates based on various
quantifiable indicators, to identify gaps in the development
of individual regions. Among the shortcomings of these
approaches, in our opinion, it is worth noting the difficulty
of taking into account the importance of individual indica-
tors. The authors of the study, who used these tools, also
noted that the grouping results are significantly influenced
by clustering methods, which is also a disadvantage. The
further development of multidimensional statistics’ meth-
ods is reflected in the application of fuzzy clustering meth-

ods for structuring regions and identifying imbalances in
their economic development, which is presented in [24–
27].

Another way to take into account the multidimension-
ality for the description of regional development processes
is to use the technology of comprehensive index assess-
ment [28–33]. The vast majority of scientists’ approaches
in the presented studies are focused on designing a com-
posite indicator of economic development by linear convo-
lution of a set of quantitatively measured indicators. The
differences are in the information base chosen for the study
and how the results are interpreted. Among the shortcom-
ings, it is worth noting the lack of consideration of the
weight of the initial indicators or proper justification of
the proposed weights, which in most cases it is proposed
to determine the expert method. Besides, either a linear
relationship between the values of the composite indicator
and these levels, or a desirability scale without proper con-
version of the original data is usually used to interpret the
results and establish levels of economic development [31].

The study of issues related to assessing the impact of
the COVID-19 pandemic on the economic development
of economic systems both at the global level and at the
level of individual national economies is currently one of
the most relevant and is quite intensively studied by sci-
entists. The vast majority of researchers are inclined to
believe that overcoming the crisis is possible only after a
few years, even with the total vaccination of the popula-
tion, which should curb the spread of viral infection. Such
conclusions are supported by the results of economic and
mathematical modeling and evaluation of current and fu-
ture trends in the economic system development. Issues
related to the application of mathematical modeling to as-
sess the impact of a pandemic on economic development
are reflected, in particular, in publications [34–37]. How-
ever, it should be noted that the authors of these studies
provide short-term forecast estimates of macroeconomic
indicators at the level of national economies. with an em-
phasis on trends and potential scenarios for their develop-
ment. The main attention is paid to the assessment of GDP
change as one of the most important macroeconomic indi-
cators. In our point of view, insufficient attention is cur-
rently paid to research to identify changes in the trends of
economic development of certain regions of the country.

Our study aims to develop an approach to building an
economic development comprehensive index for analyz-
ing the impact of COVID-19 on Ukraine’s regions devel-
opment and identifying structural changes by combining
the technology of comprehensive index assessment, mul-
tidimensional statistical analysis, and projection of results
on the desirability scale.

3 Problem description and methodology

The economic development of the regions is characterized
by a large number of indicators. They usually reflect the
quantitative results of the activities of regional business
entities and therefore have a metric origin, i.e., measured
on one of the quantitative scales. This significantly sim-
plifies their further analytical processing, because for indi-
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cators of this nature it is quite correct to use mathematical
operations.

One of the difficulties that arise in the process of pro-
cessing such data and interpretation of results is their in-
ternal inconsistency, diversity, and inequality of impact on
the studied quality. To concentrate the information con-
tained in the initial indicators and reduce the dimension of
characteristics’ space, various computing technologies are
used. One of them is the technology of comprehensive in-
dex assessment, which allows reducing the description of
the studied phenomenon, in this case, the economic devel-
opment of the regions, to a single comprehensive indicator.
This is usually done by weighted convolution of the initial
units. At the same time, there are several methodological
problems to realize this process. First, the economic de-
velopment of regions, as a complex phenomenon, requires
the use of a large number of baselines for their description.
Thus, the relative impact of each indicator on the final re-
sult is reduced. Secondly, there is a problem of reasonable
determination of the weight of each component when they
are integrated into a composite indicator.

A possible solution to these obstacles is the use of
block convolution. Under such conditions, the initial set
of indicators is divided into subsets that don’t intersect.
A partial composite index is constructed for each subset.
The final result is settled by convolution of the constructed
partial composite indices taking into account the weight of
each obtained subset.

One of the approaches that allow getting a solution to
this problem is the method of an extreme grouping of pa-
rameters. It is based on the hypothesis that the set of initial
characteristics can be divided into groups, each of which
reflects the effect of a certain factor – the latent characteris-
tics of the group. Therefore, the method focuses on the se-
lection of groups of parameters such that the relationships
between the parameters within the group are maximum un-
der the assumption that the number of such groups is fixed.
It is assumed that the relationships within the group are ex-
plained by the relationship between some generalized la-
tent characteristic of the group (generalized index) and the
initial indicators included in this group. Direct relation-
ships between initial indicators are unknown and may be
absent. Since the indicators within each of these groups
must be more closely related than the indicators of differ-
ent groups, the task is to identify highly correlated groups
of indicators.

Denote by G=X1, X2, . . . , Xn the set of initial indica-
tors. The initial data for the method’s computational pro-
cedure is the correlation matrix R of these indicators. Let
G1,G2, . . . ,Gs be subsets into which the set of initial indi-
cators is divided:

s⋃
i=1

Gi = G, (1)

Gi ∩G j = ∅, (2)

i , j, i, j = 1, 2, . . . , s.
Denote by H1,H2, . . . ,Hs – the corresponding latent

characteristics (indicators) of each group. The criterion
that allows you to determine the best grouping of indica-

tors has the form:
s∑

i=1

∑
X j∈Gi

|rX j,Hi |, (3)

where rX j,Hi is the correlation coefficient between initial
indicator X j, which belongs to subset Gi, and common in-
dicator Hi of subset Gi.

To obtain a division of the original set of indicators
into subgroups, you can use the method of principal com-
ponents. It is known that the model of transition from the
system of initial indicators to the set of latent character-
istics, which are the principal components, is reflected by
the dependence:

ZT = WFT , (4)

where ZT – transposed matrix of standardized initial indi-
cators’ values, FT – transposed matrix of principal compo-
nents’ values, W – matrix of principal components factor
loadings:

Z =


z11 z12 . . . z1n

z21 z22 . . . z2n
...

...
. . .

...
zm1 zm2 . . . zmn

 , (5)

F =


f11 f12 . . . f1n

f21 f22 . . . f2n
...

...
. . .

...
fm1 fm2 . . . fmn

 , (6)

W =


w11 w12 . . . w1n

w21 w22 . . . w2n
...

...
. . .

...
wn1 wn2 . . . wnn

 , (7)

where m – the volume of the sample, which is used to mea-
sure the initial set of indicators.

The relationship between the values of indicators and
principal components (factors) can be written as follows:

z ji =

n∑
k=1

wik f jk (8)

where z ji – i-th component (value) of Z j, wik – factor load-
ings for Fk, f jk – j-th components of Fk, i = 1, 2, . . . , n, j =

1, 2, . . . ,m.
Let us calculate the correlation coefficient between the

initial indicator Xi and the principal component F j, tak-
ing into account the fact that the principal components are
non-correlated:

rFi,F j = 0, (9)

i , j.
As a result, we obtain:

rXi,F j = rZi,F j =
1
m

 n∑
k=1

WikFk

 F j = wi j. (10)

Therefore, the correlation coefficient between the ini-
tial indicator and the principal component is equal to the
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factor load of this component for the corresponding indi-
cator. This fact allows us to conclude that to get the desired
grouping of indicators it is necessary to analyze the values
of the factor loadings of the principal components for each
initial indicator. In this case, as the latent characteristic H j

of the group G j, we choose the corresponding principal
component F j. To avoid the formation of empty groups or
all groups, each of which will contain only one initial in-
dicator, for grouping, we choose not all the principal com-
ponents, but only the first s most influential, which explain
the given share of variance of initial indicators. The value
of s is defined as the smallest value of the number of prin-
cipal components for which the inequality is met:∑s

i=1 λi

n
≥ γ (11)

where λi – eigenvalues, ordered by decreasing their values,
γ – a predetermined explanation fraction of the initial in-
dicators’ variance by the principal components. Typically,
this value is selected from 0.70 to 0.80.

In the group of homogeneous indicators, it is expedi-
ent to include those initial indicators for which the corre-
sponding values of factor loadings for the principal com-
ponents on absolute value will have the greatest values.
To construct a partial composite index I j for each formed
group G j, we use one of the formulas for weighted convo-
lution [38]:

I j =
∑
i∈K j

α
( j)
i U( j)

i (12)

I j =
∏
i∈K j

(
U( j)

i

)α( j)
i (13)

I j = −1 +
∏
i∈K j

(
1 + U( j)

i

)α( j)
i (14)

where U( j)
i – normalized values of those indicators Xi, that

belong to subset G j, a( j)
i – weight coefficients of appropri-

ate indicators, K j – set of indices for those indicators Xi,
that belong to subset G j, j = 1, 2, . . . , s.

The initial indicators are transformed to normalize
form according to the formula (15) or formula (16) [17]:

ui j = 1 −
|xi j − x∗j |

x jmax − x jmin
(15)

ui j =


xi j

x jmax
, when X j is an incentive;

x jmin

xi j
, when X j is a disincentive; (16)

where ui j – normalized values of indicators, xi j – initial
values of indicators, x jmin = min xi j, x jmax = max xi j,

x∗i =

{
x jmax, when X j is an incentive;
x jmin, when X j is a disincentive; (17)

i=1, 2, . . . ,m, j=1, 2, . . . , n, m – number of units under
study, n – number of initial indicators.

The normalization procedure is necessary to extract
the units of measurement of the original indicators and re-
ducing their values to a scale from 0 to 1. This step is

aimed at simplifying the further interpretation of the cal-
culation result. To calculate the weight coefficients, we
propose to use the components of eigenvector V j:

α
( j)
i =

(
v

( j)
i

)2

∑
i∈K j

(
v

( j)
i

)2 , (18)

where a( j)
i – weight coefficients of appropriate indicators,

v
( j)
i – components of j-th eigenvector V j, that correspond

to initial indicators Xi from the G j , K j – set of indices for
those indicators Xi, that belong to subset G j.

Equation (18) meets the condition, that the sum of
weight coefficients should be equal to 1. This condition
with the normalization procedure provides the location of
partial composite indicators values in the range [0; 1].

We propose to calculate the final economic develop-
ment comprehensive index ICOM using partial composite
indicators I j based on one of the convolution’s forms like
(12), (13), (14). For example, for linear weighted convo-
lution appropriate expression has a form:

ICOM =

s∑
j=1

β jI j. (19)

Weight coefficients β j are calculated in proportion to
the eigenvalues λ j that correspond with G j, j = 1, 2, . . . , s:

β j =
λ j∑s

k=1 λk
. (20)

Under such conditions, the values of the ICOM will also
be in the range from 0 to 1. This approach to calculations
simplifies the interpretation of the result.

To assess the studied objects’ structure, the range of
values of the comprehensive index should be divided into
ranges. Dividing the range [0; 1] of values of the compre-
hensive index into intervals of the same length to achieve
this goal is impractical.

First, ranges can be formed that don’t cover any of the
objects under study.

Second, the latent characteristic under study is usually
nonlinear, and the use of intervals of the same length can
disrupt the true structure of objects.

Third, such a division can be led to a situation where
one group includes objects that have significant differences
in the values of the integrated indicator, while two neigh-
boring objects belonging to different groups may have a
slight deviation of the values of the comprehensive index.

To solve the problem of grouping, you can also use the
approach presented in [17], in which the definition of the
boundaries of the ranges is carried out by calculating the
ratios of two adjacent values of the integrated indicator:

δ j =
I j

I j−1
, (21)

j = 2, 3, . . . ,m.
The basis for the transition to a new range of values of

the comprehensive index is a significant rise in the change
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of values of δ j. The grouping objects is executed accord-
ing to the level of the corresponding values of the compre-
hensive index. This approach also has drawbacks. Given
the slight difference in the values of the integrated indica-
tor, which are in the middle of the range of all its possible
values, one of the groups can have a very large number
of objects, which will be significantly different from the
content of other groups. Besides, in the case of a slight
discrepancy in the values of the comprehensive index for
neighboring objects, a significant rise in the values of δ j

may not be observed. Thus, all objects can belong to one
group. It is also necessary to take into account the fact
that the value of δ j is also affected by the level of values of
the comprehensive index for which this value is calculated.
And the closer these values are to 0, the smaller should be
the hike in the change of values of δ j, which decides on
the formation of a new range.

The iterative procedure presented in [31] can be used
to determine the limit values of the comprehensive in-
dex’ ranges. Its advantage is the “adjustment” of grouping
ranges to the value of a specific sample, which makes its
application more practical. However, the disadvantage of
this approach is the use of a training sample.

Another approach that allows you to solve this prob-
lem is the use of desirability scales, which allow you to
match the quantitative and qualitative levels and group ob-
jects according to the level of studied quality. One such
scale is the Harrington scale. The use of this scale involves
the transformation based on Harrington’s function [39]:

H(Zi) = exp(−exp(−Zi)), (22)

where Zi is the value of the indicator on the scale of partial
indicators Z. The values d = H(Z) of the Harrington’s
function form the desirability scale.

The correspondence between the values of Z j and the
values of the initial indicators I j is determined by the for-
mula:

Z j = (Z∗ − Z∗)
ICOM j − Imin

Imax − Imin
+ Z∗, (23)

where Z j – current value of the Z-scale, corresponds with
the value of ICOM j ; ICOM j – current value of comprehensive
index ICOM; Z∗ and Z∗ – low and high bounds of Z-scale,
which define the workspace of Z j; Imin, Imax – minimum
and maximum of ICOM; j = 1, 2, . . . ,m.

Transformation (23) is required to match the value of
the comprehensive index ICOM and Z-scale with the corre-
spondence of the minimum and maximum values of both
indicators.

Next step, we identify the value of d j = H(Z j), j =

1, 2, . . . ,m, and distribute objects under study into five
groups by qualitative development level of the group (ta-
ble 1).

This approach allows taking into account the nonlinear
nature of the studied characteristic, in this case, the eco-
nomic development level, as well as to investigate changes
in the structure of the objects under study by the values of
the comprehensive index calculated for different periods.

Table 1. The relationships between the quantitative values of the
desirability scale and qualitative development levels of group

Qualitative levels The range of quantitative
of development values on the desirability scale
relatively high 0.80..1.00
above average 0.63..0.80

average 0.37..0.63
below average 0.20..0.37
relatively low 0.00..0.20

Table 2. The relationships between the quantitative values of the
desirability scale and qualitative development levels of group

Code Region Code Region
r-01 Vinnytsia r-13 Mykolaiv
r-02 Volyn r-14 Odesa
r-03 Dnipro r-15 Poltava
r-04 Donetsk r-16 Rivne
r-05 Zhytomyr r-17 Sumy
r-06 Zakarpattia r-18 Ternopil
r-07 Zaporizhzhia r-19 Kharkiv
r-08 Ivano-Frankivsk r-20 Kherson
r-09 Kyiv r-21 Khmelnytskyi
r-10 Kyrovohrad r-22 Cherkasy
r-11 Luhansk r-23 Chernivtsi
r-12 Lviv r-24 Chernihiv

4 Findings

Let us consider the practical testing of the proposed ap-
proaches to the calculation of t economic development
comprehensive index for Ukraine’s regions, grouping re-
gions based on their values, and the study of structural
changes in the resulting grouping caused by the COVID-
19 pandemic. We choose the data of the State Statistics
Service of Ukraine [7] and the Ministry of Development
of Communities and Territories of Ukraine [40] for the pe-
riod of the first 9 months of 2019 and the first 9 months
of 2020 as the information base for the calculations. We
choose the following initial indicators:

X1 – Volume of sold industrial products per capita,
UAH;

X2 – Volume of agricultural production per capita of
the rural population, UAH;

X3 – Volume of construction works performed per
capita, UAH;

X4 – Volume of capital investments per capita cumula-
tively since the beginning of the year, UAH;

X5 – Exports of goods per capita, USD;
X6 – An unemployment rate of the population aged 15-

70 years (according to the ILO’s Methodology), %;
X7 – Employment rate of the population aged 15-70

years (according to the ILO’s Methodology), %;
X8 – Index of real wages, %;
X9 – The volume of housing commissioned per 10

thousand people, sq. meters of the total area;
X10 – The volume of freight turnover of road and rail

transport, thousand ton-kilometers per 1000 population,
thousand ton-km.
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Table 3. Indicator’s values for data for first three quarters of 2019

Code Values
X1 X2 X3 X4 X5 X6 X7 X8 X9 X10

r-01 39228.9 20678.0 3774.4 5730.1 697.8 9.8 57.9 112.1 1248.9 2721.7
r-02 21736.3 11004.0 1322.5 8039.0 503.6 11.7 50.2 109.1 2978.8 2261.9
r-03 110916.2 25975.0 4163.1 13679.4 1971.8 7.7 59.5 112.9 858.1 3143.8
r-04 53475.4 17444.0 911.7 4294.1 804.4 13.7 50.9 108.9 105.4 2583.4
r-05 28004.0 15169.0 1301.6 3781.7 438.3 9.8 57.3 107.1 1121.4 2631.3
r-06 14401.8 3895.0 1008.4 3135.1 906.9 9.1 55.3 106.3 2852.6 3646.2
r-07 86201.6 22827.0 1456.1 5135.8 1369.6 9.5 57.8 111.7 351.4 2866.1
r-08 37051.0 5895.0 1522.7 4051.9 491.2 7.6 55.8 108.1 4151.6 1987.5
r-09 50780.4 17359.0 3627.6 17018.5 815.3 5.9 59.3 111.7 6897.8 2146.4
r-10 24742.5 28345.0 1361.0 4134.5 508.9 11.2 55.6 107.9 598.2 7529.0
r-11 7917.8 14675.0 175.7 898.1 57.2 14.2 58.4 108.8 59.5 5611.3
r-12 30915.6 8160.0 2744.3 6599.9 631.4 6.8 57.5 107.4 3842.8 1373.6
r-13 40158.9 24129.0 2075.6 7038.5 1451.0 9.7 58.9 112.4 598.3 4675.4
r-14 18915.3 11939.0 4653.9 5677.4 468.8 6.1 57.9 106.3 2844.4 5052.0
r-15 91151.2 22940.0 3673.1 10075.9 1121.6 11.1 56.1 109.7 1118.2 3515.0
r-16 26703.4 8958.0 1545.4 3649.4 277.9 8.6 57.9 111.0 2019.0 3480.3
r-17 33304.1 21871.0 878.7 4306.1 547.1 8.0 58.7 108.0 722.6 2697.3
r-18 14411.8 12093.0 1428.1 5437.1 308.9 10.4 53.4 109.9 2571.6 1119.1
r-19 51750.2 23955.0 3793.0 5187.6 360.9 5.0 62.2 108.3 984.1 1620.8
r-20 22025.6 24547.0 1092.2 5644.6 220.1 10.3 58.3 107.1 885.8 1692.7
r-21 25488.3 17527.0 1860.6 4677.0 356.6 8.7 56.6 109.7 1544.0 1870.5
r-22 45162.6 20718.0 1054.1 5544.1 483.4 8.5 58.7 109.6 944.5 3133.7
r-23 11193.4 6784.0 1330.5 2501.1 166.1 7.2 58.6 109.4 3952.4 1954.4
r-24 24933.9 20188.0 1212.6 5185.2 547.7 10.5 58.3 109.3 1150.5 1644.5

Table 4. Indicator’s values for data for first three quarters of 2020

Code Values
X1 X2 X3 X4 X5 X6 X7 X8 X9 X10

r-01 36446.7 44134.0 4023.4 4345.4 679.2 10.4 56.9 109.0 720.5 3528.4
r-02 21419.8 25428.0 1376.7 7016.7 449.0 12.3 49.2 101.8 1806.3 2728.5
r-03 95582.3 58710.0 3737.0 10444.6 1755.7 8.2 58.4 106.5 235.0 5894.9
r-04 43994.1 43567.0 1300.5 3345.8 700.3 14.5 49.8 103.1 45.5 1188.8
r-05 26948.8 33675.0 1028.8 3118.3 397.7 10.5 55.8 108.7 438.6 5683.4
r-06 13637.5 7090.0 861.8 1956.5 769.9 10.2 54.3 104.3 1430.0 3680.1
r-07 78074.0 56801.0 1011.5 3907.7 1267.3 10.4 56.5 108.4 150.0 4121.6
r-08 30883.1 12247.0 1581.1 2212.1 400.2 8.1 54.4 107.4 1833.7 1031.1
r-09 49227.9 32672.0 4524.2 8784.3 762.2 6.6 58.2 105.1 3932.9 5024.2
r-10 26339.1 56737.0 958.0 3910.2 706.2 12.3 54.2 111.7 231.0 17025.4
r-11 6154.2 37587.0 169.3 620.4 45.8 15.2 57.3 112.5 51.0 299.9
r-12 30522.8 17182.0 3226.0 3772.5 646.3 7.4 56.2 106.4 1734.9 3386.5
r-13 40592.0 49388.0 1732.1 3632.5 1311.1 10.3 57.9 110.9 205.1 8912.5
r-14 20213.1 18536.0 6105.9 4248.0 400.4 6.9 57.0 109.4 1391.7 5460.3
r-15 80188.6 48838.0 3956.8 8287.4 1163.0 11.7 55.2 106.6 457.1 4618.8
r-16 28737.4 19118.0 1496.5 2010.7 297.3 9.1 56.7 109.2 1080.6 5255.5
r-17 30338.2 48048.0 1008.9 2983.4 596.6 9.1 57.2 110.1 282.9 2086.5
r-18 13649.8 26998.0 1472.1 3532.0 300.9 11.3 52.1 108.4 1543.0 1236.3
r-19 45981.1 61006.0 3608.1 3819.2 381.7 5.8 60.8 105.5 870.3 3537.0
r-20 22620.1 56237.0 763.4 2250.0 198.3 11.1 57.2 110.5 355.6 841.6
r-21 26941.7 39572.0 2763.3 4151.3 355.2 9.5 55.3 109.0 1069.1 3948.0
r-22 44996.7 43113.0 1112.1 3232.8 523.3 9.3 57.6 107.0 398.9 4440.9
r-23 10588.4 14647.0 1553.1 1448.2 126.7 8.6 57.2 107.7 1670.9 729.0
r-24 24360.0 43737.0 1687.1 3600.9 554.4 11.5 56.8 109.1 577.4 2961.3

We assigned to each of Ukraine regions’ names the
corresponding code which we used for the designation of
each of them to further use (table 2).

The values of initial indicators to provide calculations
are shown in tables 3 and 4.
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Let’s group the initial indicators by the method of an
extreme grouping of parameters. To determine the corre-
lations between the initial indicators and the latent charac-
teristics of each group in the context of maximizing the ex-
pression (3), we use the method of principal components.
Taking into account expression (10), it is necessary to cal-
culate the factor loadings for the selected principal compo-
nents and choose the largest from them in absolute value.
The number of groups is defined as the number of princi-
pal components that explain a given level of variance of
the initial indicators following expression (11).

We choose the level of explanation of the variance of
the initial indicators as γ = 0.80. Under such conditions, it
is necessary to choose the first four principal components.
The values of the eigenvectors and the eigenvalues of the
corresponding correlation matrices of the initial indicators
are given in Tables 5 and 6, and the values of the factor
loadings – in tables 7 and 8.

Table 5. Most significant eigenvalues of correlation matrix and
values of appropriate eigenvectors for data 2019

Eigenvalues
λ1 λ2 λ3 λ4

3.64 2.42 1.36 0.87
Eigenvectors

V1 V2 V3 V4

0.45 -0.16 0.13 -0.11
0.29 -0.39 -0.28 -0.14
0.38 0.23 -0.14 0.32
0.42 0.16 0.27 0.15
0.42 -0.17 0.23 0.14

-0.20 -0.49 0.35 0.02
0.22 0.12 -0.69 -0.20
0.12 -0.12 0.21 -0.26
0.01 0.57 0.25 0.23

-0.02 -0.34 -0.25 0.81

Table 6. Most significant eigenvalues of correlation matrix and
values of appropriate eigenvectors for data 2020

Eigenvalues
λ1 λ2 λ3 λ4

3.35 2.53 1.76 0.92
Eigenvectors

V1 V2 V3 V4

0.49 -0.11 0.14 -0.26
0.28 -0.44 -0.05 -0.20
0.34 0.33 -0.19 0.06
0.46 0.14 0.24 0.09
0.45 -0.15 0.19 0.05
-0.22 -0.38 0.43 0.06
0.20 -0.04 -0.64 -0.27
-0.11 -0.36 -0.49 0.20
0.00 0.57 -0.02 0.21
0.22 -0.21 -0.10 0.85

Analysis of Tables 7, 8 allows us to formulate a con-
clusion, that we have the following distribution of initial
indicators between subsets G j:

Table 7. Values of factor loadings for data 2019

Initial indicators Values of factor loadings
w1 w2 w3 w4

X1 0.86 0.24 0.16 0.10
X2 0.56 0.61 0.32 0.13
X3 0.73 0.36 0.16 0.30
X4 0.81 0.25 0.31 0.14
X5 0.79 0.27 0.27 0.13
X6 0.38 0.77 0.41 0.02
X7 0.42 0.19 0.80 0.19
X8 0.24 0.19 0.25 0.24
X9 0.02 0.88 0.29 0.22
X10 0.04 0.53 0.29 0.76

Table 8. Values of factor loadings for data 2020

Initial indicators Values of factor loadings
w1 w2 w3 w4

X1 0.89 0.17 0.19 0.25
X2 0.52 0.70 0.06 0.20
X3 0.62 0.52 0.25 0.06
X4 0.84 0.22 0.31 0.09
X5 0.83 0.23 0.25 0.05
X6 0.40 0.61 0.57 0.05
X7 0.36 0.07 0.85 0.26
X8 0.21 0.58 0.66 0.19
X9 0.01 0.90 0.03 0.20
X10 0.40 0.33 0.14 0.81

G1={X1, X3, X4, X5};
G2={X2, X6, X8};
G3={X7, X9};
G4={X10}.
Note, that subset G4 consists of one initial indicator

X10, so, partial composite index I4 coincides with this in-
dicator.

To calculate patrial composite indices I j, j = 1, 2, 3, 4,
we conduct a normalization procedure for initial data. In
this case, we execute this step using formula (16), because
this way allows keeping the proportions between the val-
ues of the indicator, which is important in the calculation
of composite index’s values.

We also take into account, that indicator X6 is a disin-
centive, and other indicators are incentives. Weight coef-
ficients we calculate, using formula (18). Values of com-
posite indices I j, j = 1, 2, 3, 4, have been calculated us-
ing linear convolution by expression (12). To calculate the
comprehensive index, we also use weighted linear convo-
lution like (19) with weight coefficients, obtained by the
formula (20).

To correctly compare the results of calculations and
identify changes in the levels of the comprehensive in-
dex for the relevant periods and the regions’ structuring,
the values for 2019 and 2020 will be combined into one
sample. The normalization procedure is performed for the
combined data.

Further calculations of both partial composite indices
and comprehensive indices are executed for each period
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separately. The values of the selected eigenvector ele-
ments for calculating the weights by formula (18) are dif-
ferent, as well as the corresponding eigenvalues that will
be used to calculate the weights of the generalized indica-
tor by formula (20). So, for the data of 2019 and the data
of 2020, we obtain different values of weight coefficients,
which means that both composite and comprehensive in-
dicators will be calculated according to different rules.

Therefore, for a more accurate comparison of the re-
sults, we propose to calculate corresponding weights as the
average values of the appropriate components obtained for
2019 and 2020.

Weight coefficients for calculation of composite in-
dices I1-I4 in accordance with distribution initial indica-
tors to G j have such values: w11 = 0.30;w13 = 0.18;w14 =

0.27;w15 = 0.25;w22 = 0.25;w26 = 0.28;w29 =

0.47;w37 = 0.77;w38 = 0.23;w4,10 = 1.00. Values of
weight coefficients for calculation of comprehensive index
are: wCOM

1 = 0.42, wCOM
2 = 0.28, wCOM

3 = 0.19, wCOM
4 =

0.11. The results of the calculations of comprehensive in-
dex values are presented in table 9.

Table 9. Comprehensive index values

Code 2019 2020 Code 2019 2020
r-01 0.45 0.46 r-13 0.48 0.49
r-02 0.40 0.38 r-14 0.48 0.46
r-03 0.67 0.65 r-15 0.55 0.55
r-04 0.37 0.37 r-16 0.38 0.37
r-05 0.37 0.38 r-17 0.39 0.39
r-06 0.39 0.34 r-18 0.36 0.34
r-07 0.49 0.50 r-19 0.48 0.50
r-08 0.44 0.36 r-20 0.36 0.35
r-09 0.68 0.59 r-21 0.38 0.41
r-10 0.40 0.48 r-22 0.41 0.42
r-11 0.28 0.26 r-23 0.39 0.32
r-12 0.47 0.43 r-24 0.38 0.39

A comparison of the calculation results of the com-
prehensive index shows that for most of Ukraine’s regions
there is a decrease in its values. In our opinion, this
fact indicates a negative impact of the pandemic COVID-
19 on economic development. At the same time, for
some regions, in particular, Vinnytsia, Zhytomyr, Zapor-
izhia, Kirovohrad, Mykolaiv, Kharkiv, Khmelnytskyi, and
Chernihiv regions, there is an increase in the values of the
indicator in 2020. This increase is especially noticeable
for the Kirovohrad region. This can be explained by the
fact that for a long time in this area was the best epidemio-
logical situation in Ukraine. Also, the growth of industrial
production, in particular pharmaceuticals one in Vinnytsia,
Kirovohrad, Zaporizhia, and Kharkiv regions.

Let us consider the changes in the structure of
Ukraine’s regions in 2020 compared to 2019 in terms of
the economic development comprehensive index. Given
the relatively high density of values of the comprehensive
index for different regions, the use of the approach to the
grouping of regions, based on the analysis of the values of
the delta, calculated by the formula (21), doesn’t allow to
determine their structure. Therefore, to solve this problem,

we apply an approach based on the use of the Harrington
desirability scale. For this purpose, we transform the val-
ues of the integrated indicator according to formulas (22)
and (22). The distribution of regions by groups is executed
according to the rules given in table 1. The results of the
calculations are listed in table 10.

Table 10. Identifying the structure of regions for data 2019 and
2020

d = H(Z) Level of developmentCode 2019 2020 2019 2020
r-01 0.72 0.75 above average above average
r-02 0.47 0.35 average below average
r-03 0.99 0.99 relatively high relatively high
r-04 0.29 0.28 below average below average
r-05 0.27 0.34 below average below average
r-06 0.44 0.15 average relatively low
r-07 0.86 0.88 relatively high relatively high
r-08 0.68 0.25 above average below average
r-09 0.99 0.97 relatively high relatively high
r-10 0.46 0.84 average relatively high
r-11 0.00 0.00 relatively low relatively low
r-12 0.81 0.66 relatively high above average
r-13 0.84 0.86 relatively high relatively high
r-14 0.84 0.77 relatively high above average
r-15 0.95 0.95 relatively high relatively high
r-16 0.37 0.31 average below average
r-17 0.42 0.43 average average
r-18 0.24 0.13 below average relatively low
r-19 0.83 0.88 relatively high relatively high
r-20 0.22 0.18 below average relatively low
r-21 0.37 0.56 average average
r-22 0.56 0.58 average average
r-23 0.39 0.06 average relatively low
r-24 0.34 0.42 below average average

The analysis of results obtained shows, that the first
group with a relatively high level of economic develop-
ment is quite large. Traditionally, this group includes Kyiv,
Kharkiv, and Dnipropetrovsk regions, which in the "pre-
pandemic" period had a fairly high level of economic de-
velopment. These regions have a fairly high production
potential, they account for a significant share of foreign
investment in 2020 and therefore the pandemic has not
had such a destructive impact on the economic develop-
ment of these regions. Zaporizhia and Poltava regions
also have significant potentials and were distributed to this
group. The lowest level of economic development is in the
Luhansk region, and in 2020 the situation has not changed.

It should be noted that for many regions there have
been no changes in the level of economic development,
although there has been a decrease in the value of the cor-
responding comprehensive index. For those regions where
changes are taking place, they are usually associated with
a decline in economic development. The only exception is
the Kirovohrad region.

The most significant decrease in the level took place in
Zakarpattia, Ternopil, and Chernivtsi regions. These are
the regions that were the first to suffer from the pandemic
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and were in the "red" zone for a long time, which nega-
tively affected all indicators of economic development and
led to a significant reduction in the corresponding compre-
hensive index values.

Thus, the results of the research demonstrate the fun-
damental possibility of applying the proposed approach
to the study of economic development of regions by con-
structing an integrated indicator. The analysis of the struc-
ture of the regions showed the real impact of the pandemic
on the development of almost all regions, which led to the
corresponding structural changes.

5 Conclusions

The study of economic development trends both in the
economic system of the country as a whole and at the level
of individual regions remains the focus of the most signif-
icant research. The results of such studies are especially
important in periods of global challenges, one of which at
this stage of the world community development was the
COVID-19 pandemic. Solving the problems of assessing
the level of development of regions, their structuring, iden-
tifying gaps and breaks in the development of individual
territorial units is complicated by the significant multidi-
mensionality of their description. The use of analytical
methods of information processing based on economic and
mathematical models allows us to present it in a concen-
trated form without significant losses, which contributes
to the adoption of sound management decisions and the
development of strategic plans for regional development.
Therefore, models that allow for a significant reduction in
baseline and identify latent characteristics of the studied
phenomena are important for studies. In particular, such
approaches include models based on the comprehensive
index assessment technology.

The approaches offered in the article allow estimating
the level of economic development of regions by block
convolution of the set of initial indicators into a single
complex measure – an economic development comprehen-
sive index. Thus, the toolkit which allows to carry out
a grouping of initial indicators to take into account the
weights of components at the construction of such indi-
cators, and also the weights of partial composite indices
at their convolution into the economic development com-
prehensive index is offered. The article proposes some ap-
proaches to grouping regions by the level of economic de-
velopment. An approach based on the transformation of
the comprehensive index values with the projection of the
result on the desirability scale is chosen for practical im-
plementation. This way allows to rank regions, determine
their structure by this characteristic and assess structural
changes over time.

According to the research outcomes, it can be con-
cluded that the COVID-19 pandemic has a destructive im-
pact on the economic development of the vast majority of
Ukraine’s regions, which was reflected both in changes in
the values of the comprehensive index and in the regions’
structure.

The direction of further research is the development
of analytical tools to take into account indicators of non-

metric origins in the assessment procedures for the identi-
fying level of economic development.
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Multicriteria optimization of oil and gas enterprises financial stability using
the genetic algorithm method
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Abstract. The article considers the problem of optimizing the financial condition of oil and gas companies. The
offered methods of optimization of a financial condition by scientists from different countries are investigated. It
is determined that the financial condition of the enterprise depends on the effectiveness of the risk management
system of enterprises. It is proved that the enterprises of the oil and gas complex need to develop a system for
risk management to ensure the appropriate financial condition. The financial condition is estimated according
to the system of certain financial indicators, the integrated indicator of financial condition assessment is con-
structed using the method of taxonomy. According to the results of the calculation of the integrated indicator,
it is concluded that this indicator does not have a stable trend. On the basis of the conducted researches it is
offered to carry out optimization of an integral indicator of a financial condition with use of genetic algorithm in
the Matlab environment. Based on the obtained results, recommendations of the management of the researched
enterprises on increase of management efficiency are given.

1 Introduction

The loss of financial stability of any enterprise in a turbu-
lent environment, which is exacerbated by negative exter-
nal factors is a reality today. This fact leads to many neg-
ative consequences, one of which is bankruptcy and liqui-
dation of the enterprise. Due to the fact that the reduction
of financial stability of enterprises that provide Ukraine’s
economic and energy security has become a reality, there
is an urgent need to optimize their financial stability. Ex-
amining various scientific sources related to the solution of
this problem, we can conclude that there are many ways to
optimize financial stability. However, we propose to use
the genetic algorithm method in the process of the studied
enterprises financial stability optimizing , which by opti-
mizing the financial stability will generate optimal values
of the enterprise internal factors. Which in the future will
allow the company’s management to make optimal man-
agement decisions and reduce the risk of its loss..

2 Background

Important contribution to the study of financial sustain-
ability was made authors of [1–3].

The authors of [1] propose an economic and mathe-
matical model of the assessing financial stability process
by calculating the integral indicator of the service sector
financial stability. To study the stability and controllabil-
ity of the assessing financial stability process, the types of
∗e-mail: marta.shkvaryliuk@gmail.com
∗∗e-mail: liliana.goral@gmail.com
∗∗∗e-mail: inesa.hvostina@gmail.com
∗∗∗∗e-mail: yashcheritsyna@gmail.com
†e-mail: vnkShiyko@gmail.com

control maps for each of the coefficients were determined.
Proposed apparatus of neural networks makes it possible
not only to determine the most profitable activity of an en-
terprise but also to assess the financial condition of each
of its research objects.

The main results of the G. Azarenkova, O. Golovko
and K. Abrosimova study [2] are following: the theoretical
and essential characteristics of enterprise financial sustain-
ability has been determined; the financial status of PJSC
“Turboatom” has been analyzed; the taxonomic index of
financial sustainability has been calculated and the fore-
cast of its significance has been made, the approaches to
increase enterprise financial sustainability have been pro-
posed.

The article [4] provides practical advice for enterprises
to achieve the highest possible level of energy and finan-
cial security.

In work [3] an eigenstate method is proposed to anal-
yse the basic indicators of the enterprise as it allows to
construct an economical stability model of such enterprise,
describe the methodology for analyzing the economic sta-
bility of an enterprise on the basis of eigenstate method,
provides formulas for calculating the complex indicator of
economic stability. The efficiency of the methodology is
demonstrated with evidence from the economic stability
analysis of the trading company.

W. Ma, M. Jin, Y. Liu and X. Xu in [5] analyze the
relationship between enterprise management and financial
performance, analyze the mean and heterogeneity of the
enterprise management team characteristics, mathemati-
cally models its relationship, constructs fractional differ-
ential equations, and tests it through empirical research.
The influence of the enterprise management age character-

© The Authors, published by EDP Sciences. This is an open access article distributed under the terms of the Creative Commons Attribution License 4.0

(http://creativecommons.org/licenses/by/4.0/). 

SHS Web of Conferences 107, 06005 (2021) https://doi.org/10.1051/shsconf/202110706005
M3E2 2021



istics, international experience, education level, team size
and government background on the financial performance
of the company.

A positive aspect of modern research on solving the
problem of optimizing financial stability is also the fact
that in many works the problem is proposed to be solved
by building an effective system of risk management in en-
terprises. In particular, this issue is considered in the [1, 6–
9].

Research results of D. M. Sprčić, A. Kožul and
E. Pecina [6] have revealed low levels of ERM develop-
ment in listed Croatian companies. Managers are focused
on financial and operative risk management, while strate-
gic and other risks have been neglected. Regression analy-
sis has indicated somewhat unexpected but important con-
clusion – the explored risk management rationales have
weak predictive power in explaining corporate risk man-
agement decisions in Croatian companies. The level or
risk management system development is dependent only
on the size of the company and value of the growth op-
tions [6].

J. Cohen, G. Krishnamoorthy and A. Wright in [7]
distinguish three major findings from our study. First,
importantly, all three types of participants see a strong
link between ERM and the financial reporting process.
Second, despite recognition of the broad nature of ERM,
the predominant experiences of the actual roles played by
triad members center on agency theory, while resource de-
pendence may be relatively underemphasized by all triad
members. Finally, CFOs and AC members indicate that
auditors may be especially underutilizing ERM in the au-
dit process, suggesting an “expectations gap” [7].

The paper [10] proposes an approach to modeling the
business climate of the country, which is based on the fi-
nancial and economic indicators, and makes it possible to
assess the development trends of the studied indicator. The
proposed approach is based on the taxonomy method.

The analysis of sustainability and security of enter-
prises was carried out using a wide range of classical and
advanced modeling methods, in particular, in article [11].

In our previous studies [12] it was possible to achieve
an increase in the efficiency of modeling financial risk
through the formation of an ensemble of models.

In article [13] is demonstrated the possibility of study-
ing complex socio-economic systems as part of a network
paradigm of complexity.

After conducting research on scientific papers that
solve the problem of the economic entities financial sta-
bility loss risk reduction, it can be concluded that the opti-
mization of financial condition through the use of a genetic
algorithm has not been carried out. Therefore, this issue is
relevant and needs research.

The analysis of methodological approaches to assess-
ing the financial stability of economic entities shows the
lack of a single methodological basis for assessment.
Moreover, differences are manifested both in the compo-
nents of financial stability, the system of indicators, and
in the method of their consideration in the analysis of fi-
nancial stability. All this necessitates the development of

fundamentally new approaches and tools for assessing the
financial stability of enterprises.

3 Methodology

Consider the dynamics of average indicators of liquidity,
solvency, profitability and business activity of Ukraine’s
oil and gas industry, table 1.

Table 1. Dynamics of financial indicators’ average values of
Ukrainian oil and gas industry

Indicators Years
2015 2016 2017 2018 2019

Current Ratio 89,6 93,3 98,7 10 3 84,7
Equity-to-assets 18,1 16,9 18,4 3 1
ROA -0,1 0,1 0,8 3,4 1,6
WCP -0,1 0,1 1,5 6,9 3,8
CashRatio 1 1 1,9 1,3 1
NPM 0 0,3 1,8 4,5 4,4
ROTA 0 0,5 1,4 4,7 3,1
Tot. Ass Turn. 0,8 0,7 0,8 1 0,7
Rec. Turn. 3,4 2,9 4,1 4,5 3,5

Table 2. Growth rates (basic) of financial indicators’ average
values of Ukrainian oil and gas industry, %

Indicators Years
2015 2016 2017 2018 2019

Current Ratio 1,00 1,04 1,10 1,15 0,94
Equity-to-assets 1,00 0,93 0,10 1,86 1,67
ROA 1,00 1,00 8,00 34,00 16,00
WCP 1,00 1,00 15,00 69,00 38,00
CashRatio 1,00 1,00 1,90 1,30 1,00
NPM 1,00 1,00 6,00 15,00 14,67
ROTA 1,00 1,00 2,80 9,40 6,20
Tot. As. Turn. 1,00 0,88 1,00 1,25 0,88
Rec. Turn 1,00 0,85 1,21 1,32 1,03

According to table 1, it was established that the current
ratio does not exceed the regulatory value of 100% in con-
trast to 2018, where the value of the indicator is 103.0%.
Current ratio characterizes the ability of enterprises to re-
pay their current liabilities for up to 1 year through current
assets. The liquidity indicator shows that the analyzed en-
terprises do not have enough resources that can be used to
repay short-term creditors’ claims, the change in the stud-
ied indicator ranges from 84.7% to 98.7%. In 2018, the
overall increase over four years increased by 14.96% and
in 2019 there is a decrease of 5.47% compared to the base
value.

The value of the Cash ratio did not reach the norma-
tive value of 20%. During 2015-2019 the value of the in-
dicator ranges from 1.0% to 1.9%, i.e., money and their
equivalents are not enough to meet the current liabilities
of economic entities. The Equity-to-Assets – the solvency
indicator characterizes the share of equity of enterprises
in the total amount of funds invested in its activities. The
value of the Equity-to-Assets does not exceed the norma-
tive by 50% and fluctuates during the study period in the
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range of 16.9-33.8%, so there is every reason to believe
that enterprises are not solvent.

According to table 2, return on assets (ROA) deter-
mines the return of 1 hryvnia assets of economic entities,
its value increases rapidly from 0.1% in 2016 to 3.4% in
2018, then decreases to 1.6%. The dynamics of working
capital profitability is similar, the value of the indicator in-
creases from 0.1% in 2016 to 6.9% in 2018, decreases to
3.8% in 2019. The profitability indicator is the net margin
(NPM), which reflects the ratio of net profit to the total rev-
enue of the enterprise whose value increased from 0.3% in
2016 to 4.5% in 2018 and decreased to 4.4% in 2019. The
ratio of operating profit to assets of oil and gas companies
(ROTA) characterizes the return on total assets, the value
which also increased from 0.5% in 2016 to 4.7% in 2018
and decreased to 3.1% in 2019.

The state of business activity in the context allows you
to determine the productivity of assets of enterprises. The
value of the indicator in the industry ranges from 0.7-1 for
the study period. Working capital turnover – an indicator
of business activity, which shows the efficiency of enter-
prises working capital usage in terms of revenue generated
by them. According to the values of the indicator, the ef-
ficiency of its generation for the period under study is 0.
The turnover of receivables shows how many times during
the year receivables are repaid. The ability of entities to
repay receivables during the period under review changes
abruptly. The highest value is observed in 2018 and is 4.5
and the lowest value is 2.9 in 2016, due to the crisis of
payments in the country.

Given the results of the calculated average values of
Ukraine’s oil and gas industry financial indicators and their
dynamics, it is possible to draw conclusions about the in-
stability of their trends, which necessitates the calculation
and modeling of an integrated indicator of financial condi-
tion. The taxonomy method was used for its construction,
the results of its calculation and forecasting are shown in
figure 1.

Figure 1. Dynamics of the integrated indicator of Ukrainian oil
and gas enterprises’ financial condition

According to figure 1, it is determined that the value
of the integrated indicator of Ukraine’s oil and gas com-
panies financial condition increases from 2016 to 2018,
then decreases to 0.47 in 2019. The decrease in the inte-
grated indicator shows a certain signaling ability to reduce

financial stability of oil and gas companies increase in the
general level of financial risks.

Variation of indicators acquires a difference due to a
significant difference between the maximum and mini-
mum values of the sample. It can be noted that the tax-
onomy index in the industry was unstable during the ana-
lyzed periods: the closer this indicator is to 1, the lower
the level of risk. As you can see, the level of risk of
the financial condition is quite high for the analyzed pe-
riod. According to the results of the forecast, the nega-
tive trend of the taxonomic indicator can be stated, so if
we do not change the conditions of operation and devel-
opment of oil and gas companies in the future, negative
trends will further worsen the financial condition of com-
panies in Ukraine’s oil and gas industry. There is a need to
develop effective management solutions to provide enter-
prises with a vector of positive development, this problem
is of national importance and needs proper attention.

To begin with, it is necessary to find the optimal values
of input parameters that form a stable financial condition
of the enterprise, provide a sufficient level of the studied
industry financial condition integrated indicator at a level
above average, 0.6-1.0. Thus, we have the first restrictions
on the function of the financial condition integrated indi-
cator.

The problem of optimization problems has been in the
field of view of domestic economics representatives for a
long time. To determine the extreme values classical meth-
ods of higher mathematics are widely used, consider one
of the most interesting and modern options – genetic algo-
rithms. The most popular from a scientific point of view is,
the use of an algorithm for finding optimization solutions
using mathematical modulation of genetic processes. In
his works, he shows the possibilities and patterns of hered-
ity and variability in genetics in the transfer to the problem
of determining the optimization values. Ideas and methods
of genetics play an important role in genetic engineering
and are applied to economic problems. The mechanism of
heredity means the role of genes as elementary carriers of
hereditary information. Scientists showed the work of the
so-called “genetic” operators of ascent, mutation, math-
ematical implementation of single-point and multi-point
crossover, the search for the most adapted individual.

In mathematics, the problem of stability arises when a
physical object is perturbed in phase space, that is, when
external forces take it out of equilibrium. As a result, the
object can: move away from equilibrium; be in a slight
deviation from it; return to equilibrium, withstanding ad-
verse fluctuations.

In fact, the behavior of an object in an disturbed state
determines the stability or instability of its undisturbed
equilibrium state. Thus, the equilibrium state of an ob-
ject can be considered stable when, after perturbation, it
enters a state close to equilibrium or when it returns to it.

To study the phenomenon of stability in more detail, it
is necessary to use the concept of “area of stability”. It is
often necessary to determine the effect of changing certain
parameters on stability. To do this, build the stability area
of the object in the space of changing parameters. The area
of stability is determined by the set of values of the param-
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eters of the object for which it is stable. Going beyond the
parameter limit limits the object from steady to unstable.
When the limit of stability is exceeded, the level of risk in-
creases significantly. It is clear that the transition from the
zone of stability to the unstable position is determined not
by the boundary line, but by some area that can be called
transitional.

Drawing analogies between economic and mechanical
equilibrium, we should pay attention to the differences be-
tween static and dynamic equilibria. At static equilibrium
the motion of an object ceases, whereas at dynamic equi-
librium the physical body continues to move, but at the
same time certain total characteristics of the system re-
main unchanged. An example is the flow of water in the
riverbed: the height of the water and the speed of the flow
can be constant, and its parameters, such as inflow and
outflow, can change. In other words, static equilibrium im-
plies the ability of the system in it, after minor deviations
to return to the previous state, and dynamic equilibrium
can be interpreted as the ability of a mechanical system in
motion under the influence of certain forces, not to deviate
from a given trajectory at insignificant accidental stresses
or deviations.

Speaking of the enterprise financial stability, it is ad-
visable to draw analogies with the dynamic stability, be-
cause the functioning of the oil and gas sector, its func-
tions, the implementation of the whole complex of active
and passive operations is nothing but a dynamic process.
Thus, the financial stability of enterprises – one of the key
dynamic characteristics of its activities, which largely re-
veals its viability. In the future, we will consider that the
financial stability of the enterprise is a dynamic category,
which is the ability to return to equilibrium after leaving it
as a result of a certain impact. Sustainability in economic
systems, despite some similarities with technical ones, is
a much more complex concept. In view of this, analo-
gies can be made for economic systems only conditionally.
Due to the fact that a universal approach to assessing finan-
cial stability as a single scalar indicator has not yet been
developed, we propose to use the tools of multi-criteria op-
timization, which can be used to implement the concept of
economic equilibrium.

We believe that a financially stable enterprise must
achieve a certain equilibrium – the optimal ratio between
risk, return, liquidity and other key financial performance
indicators, on which depends its financial stability. As
target functions we will take the key financial indicators
of the oil and gas company: current liquidity, autonomy
ratio, net margin and receivables turnover, which accord-
ing to the correlation-regression analysis have the great-
est impact on the integrated indicator of financial stability.
To achieve a certain equilibrium of the bank should opti-
mize all these criteria, taking into account its real finan-
cial condition. In addition, the task of constructing Pareto-
effective financial indicators that optimize the integrated
indicator of financial stability is proposed.

To find solutions to the multicriteria optimization
problem, we use the method of genetic algorithm, which
has proven itself well for solving this class of problems.
A genetic algorithm is a heuristic search algorithm that

is applied to optimization and modeling problems by ran-
dom selection based on the use of mechanisms resembling
evolutionary processes in nature. They are a kind of evo-
lutionary methods of calculation. Genetic algorithm – a
method of optimization based on the concepts of natural
selection and genetics. In this approach, the variables that
characterize the solution are represented as genes on the
chromosome. The genetic algorithm, operating on a finite
number of solutions (population), generates new solutions
in the form of various combinations of parts of the solu-
tions of this population. Operators such as selection, re-
combination and mutation are used for this purpose.

In a genetic algorithm, a chromosome is a numerical
vector that corresponds to a variable. Each of the chromo-
some vector positions is called a gene.

The genetic algorithm is actually a kind of random
search and is based on approaches that resemble the mech-
anism of natural selection. In a genetic algorithm, some
random set of initial data, called a population, is first
formed. Each element of the population is called a chro-
mosome and represents some solution of the problem in
the first approximation, i.e. satisfies the system of con-
straints of the problem. Chromosomes evolve during it-
erations called generations (or generations). During each
iteration, the chromosome is evaluated using some degree
of compliance (fitness function), which is also called com-
pliance function. A mutation is an operation that imple-
ments random changes in different chromosomes.

The simplest mutation is to randomly alter one or more
genes. In a genetic algorithm, a mutation plays an impor-
tant role in restoring genes dropped from a population dur-
ing a selection operation so that they can be used in new
populations. In addition, it allows the formation of genes
that were not present in the original population. The inten-
sity of mutations is determined by the mutation rate, which
is the proportion of genes that are mutated in this iteration.
Too small a value of this factor means that many genes
that could be useful will never be considered. At the same
time, too large a value of the coefficient will lead to large
random perturbations. Descendants will no longer be like
their parents and the algorithm will lose the ability to learn
while maintaining hereditary traits.

We used the Matlab Optimization Toolbox to find
Pareto-effective sets of unit coefficients. The standard
adaptive feasible mutation function was chosen as the mu-
tation operator, which is used for constrained tasks and
allows you to randomly generate directions based on the
most recent successful or unsuccessful generations. To
perform the crossover operation, the Scattered method
was used, which involves creating a random binary vec-
tor and selecting genes from the first parent chromosome
for which the corresponding value is 1, or from the second
parent chromosome when the value is 0 when combining
these genes to form a new offspring.

A multicriteria problem is often understood not as
a verbal description of the problem, but as its model,
namely: a multicriteria problem is a mathematical model
of making an optimal decision based on several crite-
ria. These criteria may reflect assessments of the different
qualities of the object or process about which the decision
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is made. Formally, the multicriteria problem as a model is
given in the form:

F(x)→ max for all x ∈ D, (1)

where D is the set of valid solutions; F(x) is a vector func-
tion of the argument x (integral indicator of financial con-
dition), which can be represented as follows:

F(x) = [ f1(x), f1(x) . . . , fk], (2)

where f1(x), f2(x). . . fk(x) – scalar functions of the vector
argument x each of which is a mathematical expression of
one optimaliti criterion.

Since this model uses a vector objective function, it
is often called the problem of vector optimization. Obvi-
ously, problem (1) does not belong to the class of math-
ematical programming problems, because the models of
this class of problems always contain only one objective
function of the vector argument.

Here we consider a complex vector criterion, which
can be used to achieve the maximum effect, without neces-
sarily reaching the extreme in all functions. The existence
of a solution that literally maximizes all target functions
is a rare exception. The problem of vector optimization
in the general case does not have a clear mathematical so-
lution. To obtain a solution, it is necessary to use addi-
tional subjective information of a specialist in this subject
area, which is commonly referred to as a decision maker.
This means that when solving the problem by different
specialists with the involvement of different sources of in-
formation, most likely different answers will be received.
Problems of vector optimization are currently considered
in the framework of decision theory [10], the main feature
of which is the presence of uncertainty. This uncertainty
cannot be ruled out by various modeling techniques and
objective calculations. In multicriteria problems, the un-
certainty is that it is not known which criterion to prefer
and to what extent. To eliminate this uncertainty, it is nec-
essary, firstly: to formulate a special principle of optimal-
ity, and secondly: to involve additional subjective infor-
mation of the decision-maker based on his experience and
intuition.

Therefore, in accordance with the above information,
we formulate the objective functions and conditions of op-
timization. The function G(x) is defined as an integrated
indicator of financial condition calculated by the taxon-
omy method and takes into account the levels of unit indi-
cators that were previously selected to be included in the
integrated indicator of financial condition Y(x):

Y(x) = −0, 17432 − 0, 00076x1 + 0, 00095x2+

+ 0, 055039x3 + 0, 125108x4 (3)

and Finscore (G(x)):

G(x) = 3, 639721 + 0, 009527x1 − 0, 03471x2+

+ 0, 13336x3 − 0, 16618x4. (4)

Therefore, taking into account the constructed rela-
tionship between the studied enterprise financial condition

Y(x) and Finscore G(x) integrated indicator and its unit in-
dicators, it is necessary to optimize the complex indicator
of financial condition, maximize it by optimizing indepen-
dent variables.

First, let’s set the problem by describing the stages of
optimization. Figure 2 shows the stages of the optimiza-
tion process.

Figure 2. Conditional block diagram of the genetic algorithm

Figure 3. M-file in Matlab

Therefore, we need to optimize, namely to maximize
the financial condition, it should be as close as possible to
1, but there are some limitations, which will be described
below. Next, we will implement the financial condition
integrated indicator function optimization in MatLab with
pre-imposed restrictions on independent variables. First,
we form an m-file in which we introduce the optimized
function, in the economic-mathematical model of the in-
tegrated indicator of the financial condition of the object
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Figure 4. Program results

under study. The M-file with the optimized function with
the given restrictions is shown in figure 3.

To implement a multi-criteria task, use the built-in Op-
timization ToolBox. The obtained optimization results are
shown in figure 4.

4 Conclusions

With regard to the optimization of financial stability, this
means that we have obtained many key indicators that
shape the financial condition of the enterprise and it pro-
vides an opportunity to form an effective management
strategy aimed primarily at achieving optimal values of in-
dicators that together and determine the economic essence
of the financial stability of the enterprise.

The analysis of existing approaches to assessing the fi-
nancial condition of enterprises shows the lack of a unified
methodological basis for this issue. The key problem is the
lack of a single indicator that would accumulate all aspects
of financial condition. The article proposes a method of
assessing and optimizing the financial condition based on
the concept of maximizing the financial stability of enter-
prises Finscore. The formulated problem of multicriteria
optimization of indicators CurrentRatio, Equity-to-Assets,
NPM and ReceivablesTurnover allows to obtain Pareto-
optimal combinations, which achieve financial stability as
a maximized value (optimal ratio between key indicators
of the financial condition of the enterprise).
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Improvement of the methods of assessing the influence of external factors
on the strengths and weaknesses of the enterprise
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Abstract. In the article considered the issues of constructing a classic SWOT analysis matrix, forming a list of
key factors of the external and internal environment to assess the degree of their impact on the activities of real
enterprises of Ukraine, improving the method of conducting SWOT analysis through the use of scientifically
based scales and indicators. The thesis justified that SWOT analysis and other classic strategic management
tools are conceptually described, and their use causes many approaches to their mathematical formalization
and use. We propose our own approach to quantifying the strengths and weaknesses of the enterprise, external
threats and opportunities at the main ten stages. The focus is on step-by-step calculation of integrated indica-
tors for the main groups of SWOT analysis and their qualitative interpretation. Examples of implementation
of SWOT analysis for a real enterprise are given. The company’s strengths and weaknesses were identified.
External capabilities and threats were analyzed. To assess the importance of indicators, a pairwise comparison
technique was used, which provides for the estimation of indicators based on the average geometric value ac-
cording to T. Saati. This made it possible to prioritize factors within the SWOT analysis methodology. Four
quadrants are filled at the intersection of strengths/weaknesses, opportunities/threats and four types of poten-
tial strategies for the enterprise are described in the field defining: guidelines for the strategic development of
the company; strategic advantages of the company; guidelines for the internal transformation of the enterprise;
Limiting strategic development. Using a quantitative approach made it possible to build a SPACE matrix of
strategy selection.

1 Introduction

An important tool of enterprise management at the stage
of strategic planning is to identify and study the available
internal and external resources, study the main opportuni-
ties and threats that may have a positive and negative im-
pact on the studied enterprise. The lack of constant control
over the factors of the environment of the enterprise leads
to subjectivity and ambiguity of decisions, which creates
significant uncertainty and risks in business. There is a
need to improve the current methodology of strategic man-
agement.

The classical method of SWOT analysis greatly sim-
plifies the reality and is aimed at one-time diagnosis of
the enterprise environment, its capabilities and threats. It
is most often used using brainstorming techniques, which
leads to considerable subjectivity. In addition, the list of
factors may differ significantly in different sectors of the
economy. There is a need for a scientifically sound ap-
proach to setting up a model that can generate source in-
formation in the form of quantitative and qualitative data,
can normalize them, process different types of data and

∗e-mail: yuralm@ukr.net
∗∗e-mail: tishcov_b@ukr.net
∗∗∗e-mail: oksp@ukr.net
∗∗∗∗e-mail: derbv@kneu.edu.ua
†e-mail: alexeyGostrik@gmail.com

work with different amounts of information. The use of in-
complete and untimely information, sometimes even dis-
torted information, leads to a significant violation of the
quality of the model. At the same time, existing practice
proves that the effectiveness of these methods of strategic
management depends on the experience and intellectual
potential of analysts, who actually play a key role in the
quality of the study. Given that the head also acts as an
expert, there is another problem regarding the adequacy
of the study of available information and the correctness
of the management decisions made by him based on the
results of the analysis.

We have proposed our own approach to solving
the problem of improving the classical SWOT analysis
through the formation of a database of indicators, which
is determined at the beginning of the study and can always
be supplemented and improved. We also proposed a new
stage and technology for determining the weight values
and the formation of a qualitatively new model of SWOT
analysis in order to process and analyze the factors of neu-
tral, positive and negative effects. The developed measures
are aimed at solving the problem of constant monitoring
of the external environment of the enterprise, which can
be integrated over time into the information system of en-
terprise management. It is expected that this will allow
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managers to develop operational and timely strategies for
businesses.

Identification of key strengths and weaknesses of en-
terprises, external and internal factors of influence should
be carried out using the classic tools of strategic man-
agement, which have gained wide popularity among mar-
keters and strategists. Despite their more than half a cen-
tury history, some of them have become classics, however
these tools are described conceptually, their use leads to
many approaches to their mathematical formalization and
usage. The analysis of scientific works of domestic and
foreign researchers dealing with SWOT analysis showed
that the method has advantages and disadvantages. Since
enterprises in different industries have different lists of fac-
tors and their weight, it is not possible to form a universal
list of factors for evaluation.

1.1 Brief literature review

SWOT analysis is one of the most common methodologies
for analysing the activities of the enterprise, which is the
subject of many publications [1–8]. The classical theory of
development of SWOT analysis methodology is constantly
evolving. In the works [9, 10] a list of general factors with-
out reference to a particular field is given. In the work of
P. Mikhnenko [9] an attempt was made to build a dynamic
modification of the SWOT analysis.

Currently, SWOT analysis remains one of the most
popular tools of strategic management, which is often used
at the stage of strategic planning for enterprises in vari-
ous sectors of the economy. In particular, the works of
well-known scientists include work on resource assess-
ment, study of the main opportunities and threats, both
for enterprises of traditional sectors of the economy, and
for the evaluation of educational institutions, hospitals and
other social facilities. The works are aimed to study the
current situation and prospects for the development of var-
ious enterprises. In [11] a new SWOT model for digital
ecosystem methodologies is proposed, in which the busi-
ness and organizational issues, challenges and priorities
are addressed. In [12] presented report on SWOT and
PEST analyzes for implementation of reuse practices ac-
cording to SuWaNu Program. In [13] the authors show the
use of SWOT for a systematic analysis of the COVID-19
epidemic prevention.

The main purpose of the paper [14] is to present the ra-
tionale, the methodological details and a practical example
of the application of the enhanced SWOT analysis in the
context of technological foresight. The authors take into
account and propose an innovative extension of SWOT
analysis by an additional dimension: the assessment of
factor significance in two time perspectives: the current
state and the hypothetical horizon. As a result, a thirty-
two-field SWOT diagram is obtained. The paper alsopre-
sents the practical implications of the proposed methodol-
ogy by offering a case study.

Scientists have paid attention to the improvement of
methods of SWOT analysis, detailing the influence of fac-
tors and their quantitative assessment in the recent publi-
cations [15, 16]] but the issues of qualitative SWOT anal-

ysis remain relevant today. In particular, the lack of a
unique approach to the description of factors, evaluation
of weights and selection of scales for quantitative mea-
surement and conclusion of the study leads to different
modifications of these conceptual models and improve-
ment of methods of strategic business analysis, identifi-
cation of strengths and weaknesses [14, 15], a description
of the situation in the industry [16] and determine the im-
pact of major counter-parties on the diagnostic company
and the industry as a whole.

Analysis of the development of the methodology
shows that modern approaches to management provide
opportunities for the application of advanced methods of
SWOT analysis, in particular with the use of modern math-
ematical methods of modelling [17].

1.2 The purpose and objectives of the study

The purpose of the study is to improve the well-known and
popular model SWOT analysis for assessing the strengths
and weaknesses of the enterprise, its external capabilities
and threats through the use of scientifically sound scales
and indicators, which, in turn, will allow future users to
reduce the time for analytical research and get quality con-
clusions and proposals (strategies) for the development of
the enterprise.

To achieve this goal, the following tasks are formu-
lated:

1. To improve the main stages of SWOT analysis for
continuous monitoring of the impact of internal and
external factors on the enterprise.

2. To identify a standard set of factors for assessing the
internal and external environment.

3. To make a choice of scientifically substantiated
scales and weight values of an estimation of the
basic indicators for construction of mathematical
model and its use for a substantiation of strategy of
the enterprise.

4. To provide for the assessment of factors taking into
account neutral, strong and weak action.

5. To test the proposed method of SWOT analysis on
the example of a Ukrainian brewery.

2 Methodology

2.1 SWOT analysis

SWOT analysis today can be attributed to the classic tools
of strategic management. In the first concept, strategic
analysis was called SOFT analysis, in which existed and
expected positive external factors were collected in Satis-
factory and Opportunity clusters, and internal – in Fault
and Threat clusters. The transition from SOFT to SWOT
is not semantic, but conceptual, because its essence is
the transition from the interface “good – bad” to the in-
terface “internal-external”. This methodological concept
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of strategic marketing analysis was first tested by Albert
Humphrey [18]. The main elements of SWOT analysis
are: Strengths, Weaknesses, Opportunities, Threats.

More than half of a century of history of this very
popular tool and the accumulated experience of marketing
research vast experience, include a number of significant
changes in SWOT analysis, allow you to more effectively
perform strategic business analysis.

The technology (algorithm) of SWOT analysis in-
volves: first, the construction of a matrix, and secondly,
the development of business strategies. At the intersec-
tion of exogenous and endogenous factors, the strategy and
risks for the studied enterprise are determined.

In the scientific works which were analysed the se-
quence of SWOT analysis was as follows [1, 2, 4, 5]:

Stage 1. Formation of a hierarchy of indicators by
groups of SWOT analysis.

Stage 2. Selection of scientifically sound scales and
weight values are to assess the main indicators by groups.

Stage 3. Calculations and construction of a consoli-
dated matrix of SWOT analysis. Defining guidelines for
strategic development.

Stage 4. Development of strategies aimed at mitigat-
ing the effects of negative factors and strengthening the
strengths of the enterprise.

Stage 5. Evaluation and control of the achieved results
of the enterprise.

The above phasing of the SWOT analysis does not in-
volve the formation of a database of key factors that may
have different degrees of influence in the dynamics and has
a number of problems with the assessment of neutral fac-
tors. A whole group of indicators that need constant moni-
toring is ignored. Therefore, we propose to supplement the
methodology with new stages and tasks. The main stages
of the SWOT analysis include the following ten stages:

Stage 1. Formation of the general base of factors for an
estimation of groups of internal and external environment.
Estimation of weights.

Stage 2. Definition of criteria (norms) of conformity
on the given factors.

Stage 3. Assessment of internal factors in relation to
deviations from the set norms (division of factors into neu-
tral, strong and weak).

Stage 4. Assessment of external factors in relation to
deviations from the set norm (division of factors into neu-
tral, opportunities and threats).

Stage 5. Formation of a hierarchy of indicators by
groups of SWOT analysis.

Stage 6. Selection of scientifically sound scales and
weight values for evaluation of key indicators by groups.

Stage 7. Definition of strategic landmarks in develop-
ment.

Stage 8. Carrying out calculations and construction of
the consolidated matrix of SWOT analysis.

Stage 9. Development of strategies aimed at mitigat-
ing the effects of negative factors and strengthening the
strengths of the enterprise.

Stage 10. Evaluation and control of the achieved re-
sults of the enterprise.

This approach provides an opportunity to conduct a
SWOT analysis not once, but in the dynamics – tracking
changes in key factors. The methodology must begin with
the identification of all possible factors of influence from
the internal and external environment and evaluation.

2.2 Mathematical description

For a mathematical description of the proposed approach
to quantify the indicators of SWOT analysis, we introduce
the following notation:

IFi( j) – (j) is the factor of the i group of the internal
environment IF.

EFi( j) – (j) is the factor of the i group of the external
environment EF.

The weight values of estimates of all factors of the in-
ternal / external environment, respectively 100%:∑

( j)

Wi( j) = 1. (1)

Depending on the actions of all the factors of the inter-
nal environment (IF) on the studied enterprise, we propose
to divide into three groups:

• neutral IF(0);

• strengths IF(+);

• weaknesses of IF(−).

Depending on the actions of environmental factors
(EF) on the studied enterprise, they can be divided into
three groups:

1) neutral EF(0);

2) positive influence (opportunities) EF(+),

3) negative impact (threat) EF(−).

To assess only the strengths / weaknesses of the com-
pany, it is advisable to list the weight values for these
groups, so that their share was 100%.

IF(+)∗
i( j) =

w(+)
i( j)∑

( j) w
(+)
i( j)IF(+)

i( j)

; (2)

IF(−)∗
i( j) =

w(−)
i( j)∑

( j) w
(−)
i( j)IF(−)

i( j)

. (3)

Where to get:

IF(+) =
∑

i

∑
( j)

IF(+)∗
i( j) ; (4)

IF(−) =
∑

i

∑
( j)

IF(−)∗
i( j) . (5)

This recalculation will allow the interpretation of inte-
grated indicators of certain groups within certain research
scales.
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To assess the opportunities / threats of the environ-
ment, we calculate the weight values for these groups, so
that their share was 100%.

EF(+)∗
i( j) =

w(+)
i( j)∑

( j) w
(+)
i( j)EF(+)

i( j)

; (6)

EF(−)∗
i( j) =

w(−)
i( j)∑

( j) w
(−)
i( j)EF(−)

i( j)

. (7)

And:
EF(+) =

∑
i

∑
( j)

EF(+)∗
i( j) ; (8)

EF(−) =
∑

i

∑
( j)

EF(−)∗
i( j) . (9)

Calculation of the balance between the strengths
(IF(+)) and weaknesses (IF(−)) of the internal environment
which is carried out without taking into account the action
of neutral factors:

IF = IF(+) − IF(−) (10)

Under this approach, the share of factors of strengths
and weaknesses should be 100%, so the values of the
weights of the relevant group of indicators (strong or weak
action) should be adjusted to the total value of weights for
these two groups.

Similarly, the balance between the external capabilities
of (EF(+)) and the threats to (EF(−)) of the environment is
calculated based on the following equation:

EF = EF(+) − EF(−) (11)

3 Empirical results

3.1 Factors for assessing the internal and external
environment of the enterprise

According to the results of research of basic factors for the
assessment of the internal environment of the enterprise,
also a list of the most used was formed, presented in ta-
ble 1.

The following list of key factors for assessing the de-
gree of environmental impact on the enterprise is shown in
table 2.

Since the list of factors is quite large (more than 30
factors for the assessment of the internal environment and
more than 20 – for the external), the application of the
method of pairwise comparisons, Fishburn’s method or
other methods of setting weights becomes problematic.
The solution of such a problem is possible through the
decomposition of factors in new subsystems. To dis-
tribute the factors influencing the internal environment of
the enterprise, we provide the allocation of such subsys-
tems as: innovation and development, logistics, produc-
tion, sales and promotion, enterprise finance, personnel
management and subsystems of strategic and tactical man-
agement. And to assess environmental factors, it is pro-
posed to use two subsystems: intermediate environmental
factors and macro environment.

3.2 Determination of weights by the method of
pairwise comparisons

Using the method of analysis of hierarchies by
T. L. Saati[17] allows you to distribute the factors in these
groups, to determine the weight of each subsystem, and
the factors themselves within these groups. The transi-
tion from a two-level hierarchy to a one-level one using
linear convolution is achieved by multiplying the weight
value of a certain factor by the weight value of its subsys-
tem. This will determine the weight of all factors within
the internal / external environment. Note that the num-
ber of levels of indicators is determined by the objectives
of the study. Different indicators of Fi j have their signifi-
cance in the system of SWOT analysis. Determination of
weights (wi) should be carried out by the method of pair-
wise comparisons by T. L. Saati. Its essence is to estab-
lish weights based on a system of pairwise comparisons
of indicators with each other. We calculate the weights for
certain groups of indicators, which involves comparing the
indicators with each other on the following 5-level scale:
1 – EI (equally important), 2 – SA (slight advantage), 3 –
BA (big advantage), 4 – HA (huge advantage), 5 – MA
(maximum advantage).

Inversely proportional estimates between indicators
are as follows: 1/2 = 0.5 (S A−1); 1/3 = 0.33(3) (BA−1);
1/4=0.25 (HA−1); 1/5=0.2 (MA−1).

Table 3 shows the calculation of weights by internal
factors of the subsystem “Innovation and Development”
(F1).

Similarly, weights were obtained for other groups of
indicators of internal and external environment. The re-
sults of calculations of weights for groups of factors of the
external environment are shown in table 4 and the internal
environment in table 5.

3.3 Weights of indicators of the internal
environment

The use of linear convolution allows the weight values of
indicators within the studied subsystems to be converted
into weight values of indicators within a single system of
internal indicators (table 6).

3.4 Weights of environmental indicators

Similarly, make the transition from a two-level hierarchy
to a one-level hierarchy of weights of the environment (ta-
ble 7).

In the second stage, researchers will be able to assess
these factors in terms of their deviation from the norm.
Deviations in the study process can be neutral (in case of
compliance with the norm), or have negative and positive
deviations. This assessment allows us to divide the factors
into three groups:

• neutral;

• strengths;

• weak sides.
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Table 1. List of factors for assessing the internal environment of the enterprise

The name of the factor IFi( j) Strengths,IF(+)
i( j) Weak sides, IF(−)

i( j)
Subsystem “Innovation and Development” (IF1)

Experience in developing new
products and brands, IF1(1)

Significant experience in developing
new products and brands

Lack of experience in developing new
products and brands

Reputation and image of the com-
pany, IF1(2)

Good reputation and image of the com-
pany

Insufficient reputation and image of the
company

Accreditation and certification,
IF1(3)

Availability of accreditation and certifi-
cation

Lack of accreditations and certifications

Financing of development pro-
grams, IF1(4)

Available funds for financing develop-
ment programs

Lack of funds to finance development
programs

Subsystem “Logistics” (IF2)
Location of the enterprise, IF2(1) Good placement Bad location
Logistics, IF2(2) High quality logistics Bad (poor quality) logistics
Assets and resources, IF2(3) Adequacy of assets and resources Lack of assets and resources

Subsystem “Production” (IF3)
Technologies and equipment, IF3(1) Modern technologies and equipment Outdated technologies and equipment
Reserve of production capacities,
IF3(2)

Available reserves of production capac-
ity

There is no reserve for production ca-
pacity

The level of production costs, IF3(3) Below the industry average Above the average industry level
Ensuring business processes, IF3(4) High quality organizational support Bad(poor) organizational support

Subsystem “Sales and Promotion” (IF4)
Brand awareness, IF4(1) Growing popularity and level of brand

recognition
Declining brand popularity

Product differentiation, IF4(2) Wide product differentiation Narrow product differentiation
Product quality, IF4(3) High quality Low quality
Product sales channels, IF4(4) Developed sales channels Undeveloped product sales channels
Pricing policy, IF4(5) Existence of a reasonable pricing policy Lack of sound pricing policy

Subsystem “Enterprise Finance” (IF5)
Equity, IF5(1) Sufficient share of equity Lack of equity
Financial results, IF5(2) High financial results Unsatisfactory financial results
Profitability of brands, IF5(3) High profitability of existing brands Availability of non-profit brands
Financial liquidity and solvency,
IF5(4)

Ability to repay accounts payable in a
timely manner

Lack of funds to repay accounts payable

Financial stability, IF5(5) Ability to finance activities from inter-
nal sources

Unsecured financing of activities from
internal sources

Subsystem “Personnel Management” (IF6)
Provision of management staff,
IF6(1)

Competence of management staff Lack of management staff

Provision of industrial and produc-
tion personnel, IF6(2)

Provision of industrial and production
personnel

Insecurity of industrial and production
personnel

Competence of management staff,
IF6(3)

High qualification of management staff Low qualification of management staff

Qualification of engineering and
technical workers, IF6(4)

High qualification of engineering and
technical workers

Low qualification of engineering and
technical workers

The level of wages, IF6(5) Above the average industry level Below the average industry level
Remuneration mechanisms, IF6(6) Increasing the incentive for high quality

work
Lack of incentives for quality of work

Opportunities for professional and
career growth IF6(7)

Opportunities for professional and ca-
reer growth

Lack of opportunities for professional
and career growth

Subsystem “Strategic and tactical management” (IF7)
Innovation and creativity of man-
agers, IF7(1)

High level of innovation and creativity
of managers

Low level of innovation and creativity
of managers

Strategic management mechanism,
IF7(2)

Developed mechanism of strategic man-
agement

Undeveloped mechanism of strategic
management

Tactical control mechanism, IF7(3) Developed mechanism of tactical con-
trol

Undeveloped mechanism of tactical
control

Corporate culture, IF7(4) Positive corporate culture Ineffective corporate culture
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Table 2. A list of key factors for assessing the degree of environmental impact on the enterprise

The name of the factor EFi( j) Opportunities, EF(+)
i( j) Threats EF(−)

i( j)
Subsystem “Intermediate environment (external environment of direct action)” (EF1)

Competition in the industry, EF1(1) Stabilization of competition in the in-
dustry

Exacerbation of competition in the in-
dustry

Production capacity in the industry,
EF1(2)

Increasing production capacity in the in-
dustry

Reducing production capacity in the in-
dustry

Economic contractors and con-
tracts, EF1(3)

Emergence of new contractors and the
possibility of signing important con-
tracts

Loss of new important contracts and
contractors

Competition with manufacturers of
substitute products, EF1(4)

Stabilization of competition with pro-
ducers of substitute goods

Exacerbation of competition with pro-
ducers of substitute products

New product sales channels, EF1(5) The emergence of new available mar-
keting tools to promote products

Reduction of existing sales channels

New marketing tools for product
promotion, EF1(6)

The emergence of new available mar-
keting tools to promote products

The emergence of new unavailable mar-
keting tools to promote products

Market demand, EF1(7) Rising average industry price Reduction of demand in existing mar-
kets

Price, EF1(8) Rising average industry price Decrease in the average industry price
New markets for products, EF1(9) Emergence of new markets Loss of existing markets
Staffing, EF1(10) Training of a significant number of

qualified personnel
Lack of qualified specialists in the labor
market

Prices for raw materials and elec-
tricity, EF1(11)

Reduction of prices for raw materials
and electricity

Rising prices for raw materials and elec-
tricity

Terms of external financing, IF1(12) Attractive conditions of external (loan)
financing

Unavailability or unattractive conditions
of external (loan) financing

Product advertising, EF1(13) Expanding opportunities for product ad-
vertising

Narrowing opportunities for product ad-
vertising

Transformation of tastes and prefer-
ences of consumers, EF1(14)

Correct assessment of new tastes and
preferences of consumers

Incorrect assessment of new tastes and
preferences of consumers

Subsystem “Macro environment (external environment of indirect action)” (IF2)
Political situation, EF2(1) Improving the military-political situa-

tion
Exacerbation of the military-political
situation

Legislation, EF2(2) Stability, completeness and internal
consistency of the legal framework

Instability, incompleteness and internal
contradictions of the legal framework

New production / technologies,
EF2(3)

Emergence of new available types of
equipment / production technology

Emergence of new inaccessible types of
equipment / technologies of production

New information technologies,
EF2(4)

Emergence of new available informa-
tion technologies

The emergence of new inaccessible in-
formation technology

Training and retraining, EF2(5) Extensive opportunities for training and
retraining

Reduction of bases for training and re-
training

Raw material base, EF2(6) Development of the national raw mate-
rial base

Dependence on imported suppliers of
raw materials

Intellectual Property, EF2(7) Development of services for the protec-
tion of intellectual property

Lack of intellectual property protection
services

Weather, EF2(8) Improving climatic conditions Deterioration of climatic conditions
Welfare of the population, EF2(9) Improving the welfare of the population Deterioration of the welfare of the pop-

ulation
Export quotas, EF2(10) Increase in the export quota Reduction of export quota
Excise duty, EF2(11) Increase in excise duty on beer Reduction of excise duty on beer
Pandemic, EF2(12) Improving the pandemic situation Deterioration of the pandemic situation
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Table 3. Matrix of pairwise comparisons for estimation of
weighting factors on internal factors of the subsystem

“Innovation and development” (F1)

Subsystem IF1(1) IF1(2) IF1(3) IF1(4)

Experience in de-
veloping new prod-
ucts and brands,
IF1(1)

EI S A−1 BA EI

Reputation and im-
age of the com-
pany, IF1(2)

SA EI SA SA

Accreditation and
certification, IF1(3)

BA−1 S A−1 EI S A−1

Financing of
development
programs IF1(4)

EI S A−1 SA EI

Weight values 0.256 0.389 0.124 0.231

Table 4. Calculation of weights by groups of environmental
factors (EF)

Subsystem EF(1) EF(2)

Intermediate environment EF(1) EI SA
Macroenvironment EF(2) S A−1 EI
Weight values 1.00 0.666 0.334

Neutral factors are important in terms of their changes
in dynamics and require constant monitoring of their devi-
ations.

The use of 3, 5 or 7 level scales, which are always
the most convenient for the expert, will determine the de-
gree of deviation from the norm in a positive or negative
direction. Experts will be able to use different types of
scales – current, interval and fuzzy research scales. An
important condition is compliance with a single scale in
terms of expert evaluation. Weight values within a given
hierarchy of indicators can be determined on the basis of
Fishburne’s rule or the method of pairwise comparisons by
Saati. It should be noted that for a qualitative interpreta-
tion of strengths and weaknesses, for example, on a 5-level
scale, it will be necessary to list in a given proportion the
weight values of a particular group up to 100%. If this is
not done, the proportion may be different and the results
will not be subject to a 5-level study scale. And to assess
the balance between strengths and weaknesses, it will be
necessary to list in a given proportion of weight values by
factors of strengths and weaknesses (excluding the action
of neutral factors), so that their share was 100%.

4 Discussion of research results

4.1 Key influencing factors for public partnership
“Carlsberg Ukraine”

The implementation of the proposed approach to SWOT
analysis will be carried out for public partnership “Carls-
berg Ukraine” – one of the largest players in brewing in
Ukraine in 2020. The study was conducted on the basis
of reporting information of the enterprise and information
from external sources, in particular [19].

Systematization and generalization of information on
the internal and external environment allowed to identify
a list of key factors of influence. The strengths of pub-
lic partnership “Carlsberg Ukraine” include the following
factors (IF(+)):

• IF(+)
1(1) – extensive experience in developing new prod-

ucts and brands;

• IF(+)
1(2) – good reputation and image;

• IF(+)
2(2) – logistics;

• IF(+)
3(2) – significant scale of production and available re-

serves of production capacity;

• IF(+)
4(1) – increasing the popularity and recognition of

brands;

• IF(+)
4(2) – wide product differentiation;

• IF(+)
4(3) – high quality products;

• IF(+)
4(4) – developed product sales channels (retail chains,

individual outlets, restaurants, cafes, pubs);

• IF(+)
4(5) – the existence of a reasonable pricing policy (law

mainstream, mainstream, premium, super premium);

• IF(+)
5(2) – financial results;

• IF(+)
6(2) – provision of industrial and production person-

nel;

• IF(+)
6(5) – the level of wages corresponds to the average

industry level;

• IF(+)
6(7) – opportunity for professional and career growth;

• IF(+)
7(4) – positive corporate culture.

And the weaknesses of public partnership “Carlsberg
Ukraine” are the following factors (IF(−)):

• IF(−)
1(4) – insufficient funding for development programs;

• IF(−)
2(3) – lack of assets and resources;

• IF(−)
3(1) – availability of outdated technologies and equip-

ment;

• IF(−)
3(3) – the level of production costs is higher than the

industry average;

• IF(−)
5(1) – lack of equity;

• IF(−)
5(3) – the presence of non-profit brands;

• IF(−)
5(4) – lack of funds to repay accounts payable;

• IF(−)
5(5) – unsecured financing of activities from internal

sources;

• IF(−)
6(1) – staff turnover and insecurity of management

staff;

• IF(−)
6(3) – competence of management staff;

• IF(−)
6(7) – lack of proper incentives for quality of work;

• IF(−)
7(1) – insufficient level of innovation and creativity;

• IF(−)
7(2) – an underdeveloped strategic management mech-

anism.
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Table 5. Calculation of weights by groups of factors of the internal environment (IF)

Subsystem IF1 IF2 IF3 IF4 IF5 IF6 IF7

Innovation and development IF1 EI SA SA SA S A−1 S A−1 EI
Logistics IF2 S A−1 EI BA S A−1 S A−1 BA−1 S A−1

Production IF3 S A−1 BA−1 EI SA SA S A−1 S A−1

Sales and product promotion IF4 S A−1 SA S A−1 EI S A−1 BA−1 EI
Enterprise finances IF5 SA SA S A−1 SA EI SA S A−1

HR IF6 SA BA SA BA S A−1 EI S A−1

Strategic and tactical management IF7 EI SA SA EI SA SA EI
Weighting factor 1.00 0.151 0.092 0.106 0.096 0.166 0.187 0.203

Table 6. The results of the evaluation of the weights of the internal environment

Factor / subsystem Weight within sub-
systems

Normalized weight
values within the
system

Subsystem “Innovation and Development” (IF1)
Experience in developing new products, IF1(1) 0.256 0.039
Reputation and image of the company, IF1(2) 0.389 0.059
Accreditation and certification, IF1(3) 0.124 0.019
Financing of development programs, IF1(4) 0.231 0.035

Subsystem “Logistics” (IF2)
Location of the enterprise, IF2(1) 0.260 0.024
Logistics, IF2(2) 0.327 0.030
Assets and resources, IF2(3) 0.413 0.038

Subsystem “Production” (IF3)
Technologies and equipment, IF3(1) 0.238 0.025
Reserve of production capacities, IF3(2) 0.142 0.015
The level of production costs, IF3(3) 0.337 0.036
Ensuring business processes, IF3(4) 0.283 0.030

Subsystem “Sales and Promotion” (IF4)
Brand awareness, IF4(1) 0.134 0.013
Product differentiation, IF4(2) 0.167 0.016
Product quality, IF4(3) 0.192 0.018
Product sales channels, IF4(4) 0.192 0.018
Pricing policy, IF4(5) 0.315 0.030

Subsystem “Enterprise Finance” (IF5)
Equity, IF5(1) 0.254 0.042
Financial results, IF5(2) 0.124 0.021
Profitability of brands, IF5(3) 0.164 0.027
Financial liquidity and solvency, IF5(4) 0.094 0.016
Financial stability, IF5(5) 0.364 0.061

Subsystem “Personnel Management” (IF6)
Provision of management staff, IF6(1) 0.140 0.026
Provision of industrial and production personnel, IF6(2) 0.100 0.019
Competence of management staff, IF6(3) 0.192 0.036
Qualification of engineering and technical workers, IF6(4) 0.077 0.014
The level of wages, IF6(5) 0.104 0.019
Remuneration mechanisms, IF6(6) 0.212 0.040
Opportunities for professional and career growth, IF6(7) 0.174 0.032

Subsystem “Strategic and tactical management” (IF7)
Innovation and creativity of managers, IF7(1) 0.161 0.033
Strategic management mechanism, IF7(2) 0.270 0.055
Tactical control mechanism, IF7(3) 0.299 0.061
Corporate culture, IF7(4) 0.270 0.055
Total by groups 1
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Table 7. The results of the assessment of the weights of the environment

Factor / subsystem Weight within
subsystems

Normalized
weight values
within the system

Subsystem “Intermediate environment (external environment of direct action)” (EF1)
Competition in the industry, EF1(1) 0.090 0.060
Production capacity in the industry, EF1(2) 0.090 0.060
Economic contractors and contracts, EF1(3) 0.095 0.063
Competition with manufacturers of substitute products, EF1(4) 0.079 0.053
New product sales channels, EF1(5) 0.067 0.045
New marketing tools for product promotion, EF1(6) 0.074 0.049
Market demand, EF1(7) 0.057 0.038
Price, EF1(8) 0.066 0.044
New markets for products, EF1(9) 0.102 0.068
Staffing, EF1(10) 0.050 0.033
Prices for raw materials and electricity, EF1(11) 0.086 0.058
Terms of external financing, EF1(12) 0.032 0.022
Product advertising, EF1(13) 0.046 0.030
Transformation of tastes and preferences of consumers, EF1(14) 0.065 0.043

Subsystem “Macro environment (external environment of indirect action)” (EF2)
Political situation, EF2(1) 0.087 0.029
Legislation, EF2(2) 0.100 0.033
New production / technologies, EF2(3) 0.087 0.029
New information technologies, EF2(4) 0.060 0.020
Training and retraining, EF2(5) 0.077 0.026
Raw material base, EF2(6) 0.061 0.020
Intellectual Property, EF2(7) 0.058 0.019
Weather, EF2(8) 0.066 0.022
Welfare of the population, EF2(9) 0.095 0.032
Export quotas, EF2(10) 0.110 0.037
Excise duty, EF2(11) 0.095 0.032
Pandemic, EF2(12) 0.104 0.035
Total by groups - 1

Neutral factors of the internal environment included
such factors of influence as: location of the enterprise
(IF2(1)); accreditation and certification (IF1(3)); business
process support (IF3(4)); qualification of engineering and
technical staff (IF6(4)) and tactical management mecha-
nism (IF7(3)).

Let’s identify possible threats for public partnership
“Carlsberg Ukraine” (EF(−)):

• EF(−)
1(1) – intensification of competition in the industry;

• EF(−)
1(2) – increase production capacity in the industry;

• EF(−)
1(4) – intensification of competition with producers

of substitute products (spirits);

• EF(−)
1(7) – reduction of demand in available markets;

• EF(−)
1(11) – reduction of demand in available markets;

• EF(−)
1(13) – narrowing of opportunities for product adver-

tising (ban on outdoor advertising of soft drinks);

• EF(−)
1(14) – incorrect assessment of new tastes and prefer-

ences of consumers;

• EF(−)
2(1) – aggravation of the military-political situation

(war in the East of the country and annexation of
Crimea);

• EF(−)
2(2) – instability, incompleteness and internal contra-

diction of the legal framework;

• EF(−)
2(3) – emergence of new inaccessible types of ma-

chinery / technologies of production;

• EF(−)
2(6) – underdeveloped national raw material base and

dependence on imported suppliers of raw materials (bar-
ley, malt, cork, etc);

• EF(−)
2(8) – deterioration of climatic conditions;

• EF(−)
2(9) – deterioration of the welfare of the population;

• EF(−)
2(11) – increase in excise duty on beer;

• EF(−)
2(12) – deterioration of the pandemic situation.

Let’s define the main opportunities for public partner-
ship “Carlsberg Ukraine” (EF(+)):

• EF(+)
1(3) – the emergence of new contractors and the pos-

sibility of signing important contracts;

• EF(+)
1(5) – the emergence of new sales channels;

• EF(+)
1(6) – the emergence of new available marketing tools

to promote products;

• EF(+)
1(8) – growth of the average industry price;
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• EF(+)
1(9) – the emergence of new markets;

• EF(+)
1(10) – training of a significant number of qualified

personnel;

• EF(+)
1(12) – attractive external financing conditions;

• EF(+)
2(5) – wide opportunities for training and advanced

training;

• EF(+)
2(7) – development of intellectual property protection

services.

Neutral environmental factors included information
factors such as: information technology (EF2(4)) and ex-
port quotas(EF2(10)).

The level of influence of factors of positive / negative
action on the functioning of the enterprise will be assessed
using a five-level scale. We have identified such levels of
influence as: “1” – very insignificant, “2” – insignificant,
“3” – moderate, “4” – significant and “5” – very signifi-
cant.

In order to assess the performance of strengths / weak-
nesses on a 5-level scale, we recalculated the weights of
factors up to 100% and conducted a qualitative assess-
ment.

4.2 Analysis of strengths and weaknesses of
public partnership “Carlsberg Ukraine”

Analysis of strengths and weaknesses of public partner-
ship “Carlsberg Ukraine” are shown in tables 8 and 9.

The results of the calculation allow us to state that
the influence of strengths (IF(+)=3.043) on the internal
subsystem of public partnership “Carlsberg Ukraine” is
medium (moderate), and the influence of weaknesses(
IF(−)=1.814) – insignificant.

As noted above, to assess the balance between
strengths and weaknesses, recalculation was performed in
a given proportion of weight values by factors of strengths
and weaknesses (excluding the action of neutral factors),
(equations 3, 4): IF(+) = 1.371; IF(−) = 0.997.

Since a single scale is used to analyse the influence
of internal environmental factors, the balance between the
action of strengths and weaknesses will be determined by
equation (10), the result is: IF = 1.371 − 0.997 = 0.374.

The obtained indicator shows that the strengths of pub-
lic partnership “Carlsberg Ukraine” outweigh its weak-
nesses by +0.374. The company has its own capacity, fi-
nancial resources, experience and capabilities in develop-
ing new brands, developed product promotion channels,
flexible pricing policy and wide product differentiation.
Weaknesses of the enterprise that weaken the balance in-
clude outdated technologies and non-profit brands, insuf-
ficient funding for development projects, indicators of fi-
nancial stability.

4.3 Analysis of the impact of external
opportunities and threats for public
partnership "Carlsberg Ukraine"

Next, an analysis of the impact of external opportunities
and threats to public partnership “Carlsberg Ukraine”. The
results of the analysis are shown in tables 10 and 11.

Table 8. The results of the assessment of the strengths of public
partnership “Carlsberg Ukraine” on a 5-level scale for 2020

Factor The
weight
of the
factor
in a
single
scale

The
weight
of the
factor
in as-
sessing
strengths

Factor
im-
pact
as-
sess-
ment

Weighted
assess-
ment

Experience in
developing new
products and
brands, IF1(1)

0.039 0.100 4.000 0.402

Reputation and
image of the
company, IF1(2)

0.059 0.153 3.000 0.458

Logistics, IF2(2) 0.030 0.078 2.000 0.157
Reserve of
production ca-
pacities, IF3(2)

0.015 0.039 3.000 0.117

Brand recogni-
tion, IF4(1)

0.013 0.033 4.000 0.134

Product differen-
tiation, IF4(2)

0.016 0.042 4.000 0.166

Product quality,
IF4(3)

0.018 0.048 3.000 0.143

Product sales
channels, IF4(4)

0.018 0.048 3.000 0.143

Pricing policy,
IF4(5)

0.030 0.079 4.000 0.314

Financial results,
IF5(2)

0.021 0.054 2.000 0.108

Provision of
industrial and
production per-
sonnel, IF6(2)

0.019 0.049 4.000 0.195

The level of
wages, IF6(5)

0.019 0.051 1.000 0.051

Career opportuni-
ties, IF6(7)

0.032 0.085 1.000 0.085

Corporate cul-
ture, IF7(4)

0.055 0.143 4.000 0.571

Total 0.384 1.000 - 3.043

These calculations allow us to state that the impact of
external threats (EF(−) = 2.338) on the activities of public
partnership “Carlsberg Ukraine” is moderate. and external
opportunities (EF(+) = 2.941) can be interpreted as mod-
erate (average).

Similar to the calculation of the balance between
strengths and weaknesses. Let’s calculate the balance be-
tween external opportunities and threats to the environ-
ment (equations 8, 9): EF(+) = 1.150; EF(−) = 1.423.

To analyze the balance between the action of external
opportunities and threats. We use the equation (11): EF =

1.150 − 1.423 = −0.273.
The obtained negative value indicates that the balance

is shifted towards the threats of the enterprise. and proves
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Table 9. The results of the assessment of the weaknesses of
public partnership “Carlsberg Ukraine” on a 5-level scale for

2020

Factor The
weight
of the
factor
in a
single
scale

The
weight
of the
factor
in as-
sessing
strengths

Factor
im-
pact
as-
sess-
ment

Weighted
assess-
ment

Financing of
development
programs, IF1(4)

0.035 0.074 2.000 0.149

Assets and
resources, IF2(3)

0.038 0.081 1.000 0.081

Technologies and
equipment, IF3(1)

0.025 0.054 2.000 0.107

The level of
production costs,
IF3(3)

0.036 0.076 1.000 0.076

Equity, IF5(1) 0.042 0.090 1.000 0.090
Profitability of
brands, IF5(3)

0.027 0.058 2.000 0.115

Financial liquid-
ity and solvency,
IF5(4)

0.016 0.034 2.000 0.068

Financial stabil-
ity, IF5(5)

0.061 0.130 3.000 0.391

Provision of
management
staff, IF6(1)

0.026 0.055 2.000 0.111

Competence of
management
staff, IF6(3)

0.036 0.077 2.000 0.153

Remuneration
mechanisms,
IF6(6)

0.040 0.085 2.000 0.169

Innovation and
creativity of
managers, IF7(1)

0.033 0.070 1.000 0.070

Strategic man-
agement mecha-
nism, IF7(2)

0.055 0.117 2.000 0.234

Total 0.468 1.000 - 1.814

the need for constant monitoring of changes in the action
of environmental factors.

4.4 SPACE matrix for public partnership
“Carlsberg Ukraine”

The SPACE matrix was built based on the values of the
balance between strengths and weaknesses, and the bal-
ance between opportunities and threats. Thus, based on
two values of strategic dimensions EF and IF, we divided
the space into four types of strategies: aggressive; conser-
vative; protective or competitive.

For proposed research scale the following combina-
tions are possible:

Table 10. The results of the assessment of the main external
opportunities for public partnership "Carlsberg Ukraine"

Factor The
weight
of the
factor
in a
single
scale

The
weight
of the
factor
in as-
sessing
strengths

Factor
im-
pact
as-
sess-
ment

Weighted
assess-
ment

Economic con-
tractors and
contracts, EF1(3)

0.063 0.171 3.000 0.513

New product
sales channels,
EF1(5)

0.045 0.121 3.000 0.363

New marketing
tools for prod-
uct promotion,
EF1(6)

0.049 0.134 2.000 0.267

Price, EF1(8) 0.044 0.120 2.000 0.240
New markets for
products, EF1(9)

0.068 0.184 4.000 0.737

HR, EF1(10) 0.033 0.090 3.000 0.271
Terms of external
financing, EF1(12)

0.022 0.059 2.000 0.117

Training and re-
training, EF2(5)

0.026 0.069 4.000 0.278

Intellectual Prop-
erty, EF2(7)

0.019 0.052 3.000 0.155

Total 0.369 1.000 - 2.941

if EF > 0 and IF < 0 we choose a conservative strategy;
if EF ≥ 0 and IF ≥ 0 we choose the offensive strategy;
if EF < 0 and IF < 0 we choose the defence strategy;
if EF < 0 and IF > 0 then choose a competitive strategy.

Thus, according to the SPACE matrix public partner-
ship "Carlsberg Ukraine" is characterised by a competitive
strategy (figure 1).

Figure 1. SPACE strategy selection matrix for public partnership
“Carlsberg Ukraine”

Filling the four quadrants at the intersection of
strengths / weaknesses, opportunities / threats will identify
and describe four types of potential strategies for public
partnership “Carlsberg Ukraine”. In particular, we define:

• potential strategic advantages of the company (ST);
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Table 11. The results of the assessment of the impact of
external threats on the activities of public partnership "Carlsberg

Ukraine"

Factor The
weight
of the
factor
in a
single
scale

The
weight
of the
factor
in as-
sessing
strengths

Factor
im-
pact
as-
sess-
ment

Weighted
assess-
ment

Competition in
the industry,
EF1(1)

0.060 0.105 3.000 0.314

Production ca-
pacity in the
industry, EF1(2)

0.060 0.105 1.000 0.105

Competition with
manufacturers
of substitute
products, EF1(4)

0.053 0.092 3.000 0.276

Market demand,
EF1(7)

0.038 0.066 2.000 0.133

Prices for raw
materials and
electricity,
EF1(11)

0.058 0.100 4.000 0.401

Product advertis-
ing, EF1(13)

0.030 0.053 2.000 0.106

Transformation
of tastes and
preferences
of consumers,
EF1(14)

0.043 0.076 2.000 0.151

Political situa-
tion, EF2(1)

0.029 0.051 2.000 0.101

Legislation,
EF2(2)

0.033 0.058 1.000 0.058

New production
/ technologies,
EF2(3)

0.029 0.050 2.000 0.101

Raw material
base, EF2(6)

0.020 0.035 2.000 0.071

Weather, EF2(8) 0.022 0.038 3.000 0.115
Welfare of the
population,
EF2(9)

0.032 0.055 2.000 0.110

Excise duty,
EF2(11)

0.032 0.055 1.000 0.055

Pandemic,
EF2(12)

0.035 0.060 4.000 0.241

Total 0.574 1.000 - 2.338

• guidelines for strategic development of the company
(SO);

• limitation of strategic development (WT);

• landmarks of internal transformations of the enterprise
(WO).

At the intersection of strengths and opportunities we
substantiate the guidelines for strategic development for
public partnership “Carlsberg Ukraine” (table 12).

The analysis of behavioral strategies of Public partner-
ship “Carlsberg Ukraine” is aimed at improving strengths
and eliminating weaknesses through external opportuni-
ties. In particular: the formation of new sales channels,
expanding opportunities for external financing of enter-
prise development projects, signing new important con-
tracts in the field of logistics, creating effective marketing
communications and management training. Much atten-
tion should be paid to monitoring changes in consumer
tastes and preferences, the behavior of direct competitors
and competitors producing substitute products, the price
situation in the market. The company must pay attention
to the negative factors caused by the pandemic, military-
political problems and instability of legislation.

5 Conclusion and future work

According to the results of the study we obtained the fol-
lowing generalizations.

The method of conducting SWOT analysis based on
the formation of a basic set of indicators, selection of sci-
entifically sound scales and the possibility of assessment
taking into account the neutral, strong and weak action,
which allowed to address the application of this model for
continuous monitoring of the enterprise environment.

The selection of key indicators for assessing the impact
of internal and external factor, which reduced the time for
their formation. It should be noted that the proposed list
of factors can always be supplemented by a market ana-
lyst and adapted for the analysis of enterprises taking into
account industry characteristics.

It is determined that the estimation of weighting fac-
tors more than 20 indicators can be done only through the
decomposition of factors in new subsystems. For this pur-
pose, the following subsystems of internal environmental
factors are identified: innovation and development, logis-
tics, production, sales and promotion, enterprise finance,
personnel management and subsystems of strategic and
tactical management. And for the external environment –
two subsystems of factors: the intermediate environment
and the macroenvironment. This allowed us to apply the
method of pairwise comparisons by T. L. Saati to estimate
the weights.

The proposed implementation of continuous monitor-
ing of factors of neutral action cannot be ignored, because
over time they can move to the category of both negative
and positive factors.

Approbation of the proposed SWOT analysis method-
ology, carried out on the example of assessment of the
environment of “Carlsberg”, its capabilities and threats,
allowed to identify measures to improve its activities, to
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Table 12. SWOT matrix of strategic decisions for public partnership “Carlsberg Ukraine”

External factors
Threats Opportunities

In
te

rn
al

fa
ct

or
s

St
re

ng
th

S T1 – vertical back integration strategy
(with suppliers);
S T2 – production of own raw materials;
S T3 – strategy of diversification of activ-
ity (focus on new types of low-alcohol and
soft drinks);
S T4 – flexible pricing policy for dealers
and agents;
S T5 – opening of own sales centers in re-
gional markets of the world;
S T6 – organization of cooperation with
trade representatives abroad;
S T7 – creation of more advanced types of
packaging and labels that would meet the
new requirements of consumers.

S O1 – formation of a new project team to address
issues of further diversification of the company;
S O2 – development of new. more advanced types
of product packaging. which would correspond to
the best world analogues;
S O3 – access to new competitive markets;
S O4 – development of long-term partnerships
with suppliers of raw materials and equipment;
S O5 – formation of new sales channels abroad;
S O6 – interaction with leading research institutes
and equipment manufacturers to update beer pro-
duction technologies;
S O7 – interaction with universities and institutes
of Ukraine and the world to find new creative
workers;
S O8 – involvement of partners in financing their
own projects.

W
ea

kn
es

s

WT1 – monitoring the situation on the beer
market in Ukraine and the world;
WT2 – monitoring the desires and attitudes
of beer consumers;
WT3 – insurance and reinsurance of risks;
WT4 – entering the world market of new
types of premium products;
WT5 – creating more comfortable working
conditions in the company;
WT6 – intangible methods of staff reten-
tion.

WO1 – training in advanced marketing technolo-
gies to promote products in regional markets
(trainings and seminars);
WO2 – using of external sources to finance
projects to restructure the main business processes
of the enterprise;
WO3 – development of partnerships with educa-
tional institutions to attract new employees;
WO4 – involvement of SEO optimizers. content
managers. specialists in contextual and media ad-
vertising to improve search engine results abroad;
WO5 – involvement of leading brewing laborato-
ries in the implementation of own projects;
WO6 – sale of obsolete equipment;
WO7 – strengthening the company’s corporate
culture.

carry out quantitative and qualitative assessment of exter-
nal and internal environment.

The use of the method of pairwise indicators and sci-
entifically sound research scales of the SWOT analysis
method allowed to significantly improve the quantitative
assessment of indicators, to carry out a qualitative assess-
ment of the results. But this technique will continue to
be subjective, the success of which will always be derived
from the analytical skills of those who build matrices and
interpret indicators.
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Environmental investments as the basis of “green” economy: empirical evi-
dence from Ukrainian companies
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Abstract. Investments in environmental protection are crucial for achieving the goals of building green econ-
omy. The purpose of the study is, firstly, to assess the state and trends of Ukrainian companies investments for
environmental purposes; secondly, to identify the determinants of the impact on the volume of environmental
protection investments; finally, to determine presence / absence of a link between environmental investments
and financial performance of companies. The initial data for the study were obtained from published statisti-
cal reports for the period from 2010 till 2019. Methods of analysis for testing hypotheses are descriptive and
correlation-regression ones. It was found out that the selected independent variables (belonging to environmen-
tally damaging activities and revenue of the companies) are positively correlated with the volume of costs and
investments in environmental protection of Ukrainian companies. However, for the independent variable “finan-
cial results” a negative correlation was obtained. The hypothesis of environmental investments positive impact
on the financial profitability of companies has not been confirmed. Environmental policy in Ukraine concern-
ing implementation of “green” growth strategy is defined as a reflective one due to a number of economic and
political factors.

1 Introduction

The “green” economy is a key factor for the implemen-
tation of sustainable development concept on the back-
ground of more efficient resource and energy consump-
tion, cutting of CO2 emissions, reduction of harmful ef-
fects on the environment and progress of a socially in-
tegrated society [1]. The OECD estimates that invest-
ment in modern, smart and clean infrastructure in the next
decade is a critical factor for sustainable economic growth.
Achieving the set environmental goals of sustainable de-
velopment requires 6.3 trillion USD of investment in in-
frastructure annually until 2030 in the global dimension
[2]. Destructive climate change on the planet can be pre-
vented under the condition of joint efforts only.

The analysis of professional publications revealed that
scientists use several concepts to describe the phenomenon
of investment in environmental measures, which can be
combined under the “umbrella” brand “green investment”:
ecological investment [3–5], environmental protection in-
vestment [6], “green” investment [1, 7–10], environmental
protection expenditure [11], etc. Until recently, Ukrainian
authors’ research on environmental issues was based on
terminology from statistical reports, where environmen-
tal expenditures are considered to be the sum of current
expenditures and capital investments directed to environ-
mental protection. Capital investments in environmental

∗e-mail: vasylchuk_ip@duet.edu.ua
∗∗e-mail: suprun_aa@duet.edu.ua
∗∗∗e-mail: slusarenko_kv@duet.edu.ua
∗∗∗∗e-mail: sadovenko_mm@duet.edu.ua

protection are treated as investments in the manufacture
for own use or purchase of tangible and intangible assets,
the cost of capital repairs and modernization, carried out
to protect the environment [12].

In recent years, with the increase of environmental
awareness and business activity, the expansion of environ-
mental protection investment areas range and the emer-
gence of new “green” financial instruments, the concept
of “green” investment was introduced in the academic dis-
course. Consequently, they are currently viewed from the
standpoint of an entrepreneurial approach, which provides
long-term benefits from environmental activities, both fi-
nancial and non-financial ones. There is an increasing ten-
dency to interpret such investments as entrepreneurial cap-
ital (material, intellectual, raw materials, fixed assets and
technology), which is directed to the construction of a fa-
cility or production of goods / services / technologies with
ultimate goal to have a positive impact on the environment
(e.g. level of pollution) with the simultaneous restoration
or maintenance of the natural capital level [1].

At the same time, the “green investment” brand has
a broader understanding and includes both investments
in “green” companies through financial intermediaries
through various financial instruments and public invest-
ments in environmental projects and direct business in-
vestments in environmental protection projects. For the
purposes of this study, the generalized term “environmen-
tal protection investment” is used, meaning the companies
expenses for their own environmental protection projects
in.
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The analysis of the professional literature dealing with
the problem revealed that domestic scientists focus their
attention on the analysis of statistical data on trends in en-
vironmental investment in Ukraine [4], sources of their
funding [3], [13], state of environmental taxation [14],
models for optimizing environmental investment strate-
gies of industrial enterprises [15], etc. The researches
of foreign scholars generally concern not only the anal-
ysis of environmental protection expenditure trends in Eu-
rope and the world [11], but also the relationship between
“green” investments and firm performance in the context
of Corporate Social Responsibility (CSR) on the example
of different jurisdictions and activities [9, 10, 16, 17], the
impact of financial markets on development of “green”
economy [18]. Ukrainian studies turned out to have no
determinants of environmental investment in business and
their impact on the financial performance of companies.
Besides filling this gap it is important to identify the latest
trends in Ukrainian companies environmental protection
investment and their activities aimed at meeting environ-
mental requirements of sustainable development, which is
manifested through increased investment.

Therefore, the overarching research issues to be stud-
ied are as follows:

1. What is the state and trends in the Ukrainian com-
panies investment for environmental purposes?

2. What factors affect the amount of costs (invest-
ments) in environmental protection?

3. Do the volumes of investments in environmental
protection affect the profitability of Ukrainian com-
panies?

Our study examined relationships among ecological
investment and financial indicators for Ukrainian compa-
nies on the basis of proposing appropriate hypotheses and
testing them using econometric analysis methods, which is
new for the Ukrainian discourse, but not new for the world
practice.To obtain answers to above mentioned questions,
two methods of analysis are used, such as descriptive anal-
ysis of aggregated statistics for the period 2010–2019 and
correlation-regression analysis of statistics in terms of eco-
nomic activities of companies from 2015 till 2019.

The theoretical underpinnings for analysis come in the
form of legitimacy theory, institutional theory, stakeholder
theory, resource-based view, slack resources theory and
the good management theory.

2 Theoretical framework and literature
review

With the spread of the of sustainable development concept,
the management of many companies are convinced that the
integration of environmental goals in strategic decision-
making and environmental measures on an ongoing basis
encourage the creation of economic benefits for the com-
pany. At the same time, some managers still consider in-
vesting in the environment to be a “necessary evil” and

wonder why they are to carry out environmental activi-
ties and incur unnecessary costs. The answer to this ques-
tion can be obtained through taking into consideration the
provisions of legitimacy theory, institutional theory, stake-
holder theory and resource based view.

The theory of legitimacy substantiates that the imple-
mentation of environmental activities and coverage of its
results in non-financial reporting depends on the intensity
of social and political pressure that companies face in the
process of their activities. This is especially true for com-
panies that place a significant burden on the environment
and are eco-sensitive activities. Companies strive for a bal-
ance between their own and society values. In a situation
when such a balance is achieved, a “social contract” be-
tween the company and society virtually exists. If society
has evidence that a company does not work according to
the terms of the “social contract”, then such a company
will have a negative assessment by society [19]. With
such behavior, society may terminate the contract with
the company. The canceled social contract is called the
“legitimacy gap” [20–22]. Therefore, the company must
strive to ensure that its activities meet social norms and
expectations. Responsible company behavior can reduce
possible fines and ensure the company right for existence
[23]. It has been established that while attempting to pre-
vent the loss of legitimacy, companies with poor environ-
mental performance try to publish as much positive in-
formation about environmental protection in non-financial
statements as far more environmentally friendly compa-
nies [20].

While the theory of legitimacy focuses on commu-
nication with society, the theory of stakeholders focuses
on communication with different groups of stakeholders.
Stakeholder theory is the most important approach to ex-
plain how measures in the company environmental activ-
ities provide its higher financial performance [24]. This
theory postulates that it is not enough for managers to fo-
cus solely on the needs of shareholders, it is of paramount
importance to take into account the interests of internal
and external stakeholders. They affect the company repu-
tation, confirm its legitimacy and affect its financial perfor-
mance directly due to mechanisms to reducing / increasing
demand for products and providing / not providing funds
to financial activities. It is maintained [25, 26] that, the
company is able to achieve an acceptable level of financial
performance only through active management of relations
with key stakeholders.

Institutional theory provides further explanation at the
intersection of stakeholder theory and legitimacy theory
and argues that institutions are an important components
of business environment. It describes the mechanisms by
which a company seeks to reconcile society’s perceptions
of its activities with societal values and norms, that is,
which way the company seeks to institutionalize them. In
this context, the argument of M. Porter is important, who
affirms that profitability and pollution reduction are not
mutually exclusive goals. In his view, pollution is a waste
of resources (e.g. energy, materials), and, therefore, ef-
forts to reduce pollution (e.g. through improved products
or processes) can not only reduce the negative impact on
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the company environment, but also strengthen its compet-
itiveness. He suggests that well-designed environmental
legislation can stimulate innovation and increase competi-
tiveness [27]. In other words, the more we institutionalize
“Be Green!” narrative as a society norm and the more en-
vironmentally friendly behavior is spread among compa-
nies, the more severe the stakeholders punishment is for a
company with environmentally harmful behavior. This is-
sue is especially relevant for large companies, involved in
mining, agriculture, transport, processing which are, un-
doubtedly, significant “polluters” of the environment.

The resource based approach postulates the positive
impact of the company environmental performance on its
financial performance. According to this approach, com-
panies consider stakeholder activities as a strategic invest-
ment [28, 29]. By investing in such a strategy, com-
panies create assets that are valuable, rare, and have no
substitutes, such as leadership and positive reputation.
These assets, in their turn, provide the company with a
competitive advantage and potentially higher profitability
[30]. The company efforts aimed at reducing environmen-
tal impact and improving relationships with environmen-
tal stakeholders can also create a competitive advantage.
A company which is successful in managing natural re-
sources through innovation in environmental products can
reduce costs, cut risks, improve reputation, increase em-
ployee motivation and, thus, rocket revenues.

3 Hypotheses development

Several hypotheses are to be tested in order to answer
the second research question on environmental determi-
nants of environmental protection investment (EPI) deter-
minants and the presence / absence of relationship between
environmental protection investment and financial perfor-
mance.

According to the reviewed literature, the relationship
between environmental protection investment and compa-
nies sales and profitability could be positive, negative or
neutral. Thus, reducing energy use and pollutant emis-
sions gives opportunity for more efficient use of resources
[27, 31], and increasing environmental protection invest-
ment has a positive effect on company product sales and
favors increasing its efficiency [17, 32]. One of the most
important aspects of the relationship between environmen-
tal investment and company financial performance is its
causality, i.e. the direction of causation. There are two
management theories explaining the causality of this re-
lationship such as the theory of good management (Good
Management Theory) and the theory of surplus resources
(Slack Resource Theory) [33]. Both theories suggest
that there is a positive relationship between environmen-
tal investment and a company financial performance. The
Good Management Theory is based on the assumption
of high relationship existence between environmental per-
formance and effective stakeholder management. Effec-
tive environmental measures improve relationships with
key stakeholder groups, such as the local community, cus-
tomers, employees, investors or local government. Unlike

the theory of good management, the theory of surplus re-
sources has the opposite argument. According to it, the
company high revenues and its financial results contribute
to increased investment. The availability of surplus fi-
nancial resources provides opportunity for the company to
use these resources for investing in environmental projects
[33–36].

Taking into consideration the above mentioned theo-
retical provisions and the results of previous empirical re-
search [9, 28, 32, 37], we postulate that: 1) Ukrainian
companies can enjoy positive relationship between finan-
cial performance and environmental protection investment
(based on the slack resource theory and on good manage-
ment theory); 2) companies which carry out environmen-
tally non-friendly activities, increase the volume of envi-
ronmental protection investment.

It should be pointed out that two types of dependent
variable are to be tested such as total environmental pro-
tection expenditures and capital investments for environ-
mental protection. The argument in favor of such a divi-
sion is that the vast majority of companies, one way or
another, incur current environmental costs under the pres-
sure of external stakeholders and regulations. It can be
interpreted as reflexive behavior. At the same time, long-
term capital investments in environmental protection and
increasing their volume may be the evidence of serious
companies intentions to upgrade business processes for
future resource saving. Therefore, such activities can be
perceived as the integration of environmental goals of sus-
tainable development into the companies long-term strat-
egy characterizing their proactive position.

3.1 Industry profile and environmental protection
investment

Companies, carrying out activities significantly damag-
ing the environment, are under considerable pressure from
stakeholders, such as government environmental inspec-
torates, local communities, politicians, and workers. As
a result, corporate management must bring its corporate
standards and values into line with public expectations in
order to obtain a “license to operate” according to the the-
ory of legitimacy. The increase of civic consciousness due
to the spread of the paradigm of sustainable development
contributes to the transformation into the norm of environ-
mentally friendly behavior of corporations, which corre-
sponds to the principles of institutional theory.

Ukraine is an industrialized country with a powerful
mining and processing complex, represented by compa-
nies of relevant activities. Such companies make signif-
icant emissions of harmful substances into the air, pol-
lute the land and water, require significant amounts of wa-
ter consumption and energy resources. Besides, Ukraine
has developed agriculture, which requires a large area of
arable land, water abstraction from rivers for irrigation, ap-
plication of herbicides and mineral fertilizers, violating the
environment severely. Therefore, agricultural companies
are expected to increase investment in environmental pro-
tection by all means. The transport industry also belongs
to environmental pollutants. It is no wonder that society
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expects such companies to do much more to protect the
environment. Therefore, the classification of the company
as involved in environmentally harmful activities is an im-
portant factor influencing the volume of environmental in-
vestment [9]. The study suggests the following hypothe-
ses:

H1.a: there is a positive relationship between the com-
pany’s involvement in environmentally damaging sectors
of the economy and total environmental protection ex-
penditure (determinant – environmentally damaging eco-
nomic activities).

H1.b: there is a positive relationship between the com-
pany’s involvement in environmentally damaging sectors
of the economy and long-term environmental protection
investment (determinant – environmentally damaging eco-
nomic activities).

3.2 Sales and environmental protection investment

In Ukrainian reality, companies with significant revenues
have more financial resources which can be used for envi-
ronmental protection expenditure. First of all, revenue is a
source of covering the current costs of environmental pro-
tection. Previous studies showed that, in the periods when
revenue is falling, even large companies reduce capital in-
vestment, especially in environmental protection [3, 38].
At the same time, according to the theory of legitimacy and
resource based view, companies strive to gain a reputation
as a “good citizen”, so they pursue environment-related
policies [29] and invest significant resources in protecting
the environment of areas where their production is located.

With the adoption of the Sustainable Development
Goals (Sustainable Development Goals – 2030, adopted
by the UN in 2015), more and more large Ukrainian com-
panies are reporting an increase in both current expendi-
tures and long-term capital investments in environmental
protection [38]. From the standpoint of the slack resource
theory, companies should direct more financial resources
to achieve certain strategic goals of sustainable develop-
ment, including environmental ones. Taking into consider-
ation all the above mentioned, we can derive the hypothe-
ses:

H2.a: there is a positive relationship between the vol-
ume of revenue from companies sales and the volume of
total environmental protection expenditure (determinant –
company sales).

H2.b: there is a positive relationship between the vol-
ume of revenue from companies sales and the volume of
long-term environmental protection investment (determi-
nant – company sales).

3.3 Financial performance and environmental
protection investment

As well as in case of significant revenues, a company that
consistently generates high profits similarly owns avail-
able financial resources. These surplus resources can
be used to increase capital investment in environmental
protection, as the most common source of financing for
long-term investment is long-term borrowings and equity.

Therefore, in the “replete” years, companies begin projects
on resource efficiency, modernization of equipment and
improvement of technological processes. Thus, the vol-
ume of profits has a positive effect on the volume of envi-
ronmental protection investment. From the standpoint of
the slack recourse theory, this study proposes the follow-
ing hypotheses:

H3.a: there is a positive relationship between volumes
of net profits and volumes of total environmental protection
expenditure (determinant – company net profit).

H3.b: there is a positive relationship between volumes
of net profit and volumes of long-term environmental pro-
tection investment (determinant – company net profit).

3.4 Environmental protection investment and
financial performance

From the viewpoint of good management theory, in-
creasing investment in environmental protection will help
save natural resources through the use of more efficient
resource-saving technologies. This will have a positive ef-
fect on reducing costs and, consequently, will increase the
financial efficiency of the company. In addition, the re-
duction of pollution and waste leads to a reduction in en-
vironmental fines and, consequently, increases its financial
results. Moreover, the constant attention of company man-
agement to environmental issues contributes to the forma-
tion of a positive image of the company and enhances its
reputation. In turn, positioning the company as one that
sells environmentally friendly products increases the com-
mitment of a wider range of customers, making a positive
impact on the company volume of production. These ar-
guments give us opportunity to put forward the following
hypothesis:

H4.a: there is a positive relationship between long-
term environmental protection investment and financial
performance (determinant - environmental protection in-
vestment).

4 Research Method

This study employed six variables: industry profile, com-
pany sales, company net profit, return on assets, long-
time environmental protection investment, total environ-
mental protection expenditure. The sample is formed on
the basis of data from statistical reports on the activities of
economic entities in Ukraine for the period 2015–2019 in
terms of economic activities [39].

In this study, the dependent variable, which is environ-
mental protection investment (EPI) is considered in two
contexts: both as total environmental protection expendi-
ture and as long-term component environmental protec-
tion expenditure (long-term environmental protection in-
vestment). Accounting of these costs as capital expendi-
tures is based on the effect they produce over more than
one year. On the contrary, current environmental expen-
diture is accounted for as intermediate consumption (they
have effect only within a current year). Therefore, long-
term environmental protection investment indicators were
used in the analysis as indicators with lag (n + 1).
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In order to test hypothesis H4 financial performance
(FP) is measured by ROA (after tax earnings divided by
total assets). It is postulated that it is positively affected by
already made long-term capital investments, so ROA was
presented as an indicator with a lag (n + 1).

The independent variables selected for regression anal-
ysis have already been tested for other jurisdictions and
are based on the results of previous empirical studies pub-
lished [9, 10, 16, 17, 33, 40, 41]. Since the analysis is
performed on indicators from statistical reports, the ana-
logue for the dependent variable company sales used com-
pany turnover indicator. Industry profiles (environmen-
tally damaging industry) are considered as a dummy vari-
able which refers to low environmentally damaging indus-
try or highly environmentally damaging industry (highly
environmentally damaging industry is scored by one, oth-
erwise zero). According to the NACE classification highly
environmentally damaging industries (EDI) include agri-
culture (A), industry (B, C, D, E), transport (H), construc-
tion (F). The data were analyzed using linear regression
based on the following models:

Model 1:

EPI = αi + β1i ∗ EDI + β2i ∗ S + β3i ∗ NP + εi (1)

Model 2:

FP = αi + β1i ∗ EPI + εi (2)

where EPI represents environmental protection invest-
ment; EDI shows environmentally damaging industry; S
is a company’ sales; NP is a company’ net profit; FP is
financial performance.

Correlation-regression analysis was used to test hy-
potheses about the relationship between environmental
protection investment and their determinants.

5 Results and discussion
Descriptive data analysis. In order to answer the first re-
search question we used the method of indicators descrip-
tive analysis characterizing state and trends of environ-
mental protection expenditure in Ukraine. Indicators are
derived from statistical reports for a period from 2010 till
2019 [12, 39]. The analysis shows that there is a positive
trend in environmental protection expenditure (in nomi-
nal terms), both in aggregate ones and in terms of com-
ponents over the past 10 years (table 1). It should be em-
phasized that that table 1 shows the data on the total costs
incurred both within government programs and by busi-
nesses. In the total environmental protection expenditure,
the largest share is made up of current expenditures, which
ranges from a minimum value of 62.8% in 2019 to a maxi-
mum value of 78.96% in 2010. Correspondingly, there is a
tendency to increase the share of long-term capital invest-
ments, the share of which made up a record of 37.17% in
2019. It serves as evidence that priorities of environmen-
tal policy in the country have changed towards increasing
projects creating long-term effects.

We can observe very small share of total environmen-
tal protection expenditure in the total GDP of the coun-
try – from 1.5% to 1% with a downward trend (table 2).

At the same time, for Europe (EU-27) such expenditures
are steadily 2% of GDP [42]. In 2018 national expendi-
ture on environmental protection as a percentage of GDP
decreased to 1%, which is less than 2 times compared to
the European Union. This situation does not allow us to
talk about the seriousness of the government efforts aimed
at transition Ukraine to a “green” agenda for the period
up to 2030. By no means we can observe the improve-
ment of the situation in terms of “total environmental costs
per capita”, as there is a steady trend towards depopula-
tion in Ukraine. Over ten years, nominal environmental
spending per capita has increased almost fivefold, but real
growth, taking into account depopulation and inflation, is
only 3 times as high. In fact, environmental spending per
capita in Ukraine makes as little as 35 US dollars for the
whole period of 2019. Most scholars and practitioners
point out that the reasons for this situation are the presence
of “chronic” social problems in the country that require
priority funding, permanent crisis in Ukrainian economy,
production falling in recent years, which all results in lack
of financial resources to solve environmental problems.

It is a common knowledge, the main “agent of change”
in the economy of each country is the business that im-
plements, develops and finances innovative projects and
activities. As part of total capital investment in environ-
mental protection, business investment accounted for the
vast majority until 2018, although since 2016, there was
a period of significant decrease in business investments in
long-term environmental projects (Table 3). In 2019 EU-
27 invested EUR 51 billion into assets essential for pro-
viding environmental protection services and about EUR
31 billion (60% of total environmental protection invest-
ments) was spent by corporations [42].

If we compare the share of environmental capital in-
vestments of economic entities with total investments for
the same period, we can see that their share is insignificant
and decreases from 4.5% in 2016 to 1.7% in 2019. The
share of such investments in the GDP of Ukraine (0.23%
in 2019) and in the total environmental protection expendi-
ture of economic entities (0.8% in 2019) is too small and
tends to decrease. In Europe, the share of environmen-
tal protection investments in total investments of corpora-
tions was also relatively low in this period and amounted
to 1.7% only in 2019, which is, nevertheless, much more
than in Ukraine.

Thus, we can make a conclusion that there is chronic
underfunding of environmental spending in the country
and decrease of business interest in implementing long-
term environmental projects. This does not give us op-
portunity to claim about active implementation of envi-
ronmental goals of sustainable development by Ukrainian
companies.

Hypotheses testing is based on regression analysis. To
answer the questions about the determinants defining the
amount of costs and investments in environmental protec-
tion, a regression analysis was performed according to the
identified Hypotheses 1-3. Descriptive statistics are given
in table 4. According to statistics on economic activities
of business entities in Ukraine, we were able classified as
few as 4 types of ecologically damaging industries out of
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Table 1. Dynamics of environmental protection expenditures in Ukraine from 2010 till 2019

Year Total environmental protec-
tion expenditure (TEPE)

Capital investments for
environmental protection

Operating cost for
environmental protection

UAH million % from total costs UAH million % from total costs
2010 13128.1 2761.5 21.04 10366.6 78.96
2011 18490.5 6451.0 34.89 12039.4 65.11
2012 20514.0 6589.3 32.12 13924.7 67.88
2013 20377.9 6038.8 29.63 14339.1 70.37
2014 21925.6 7959.9 36.30 13965.7 63.70
2015 24591.1 7675.6 31.21 16915.5 68.79
2016 32488.7 13390.5 41.22 19098.2 58.78
2017 31492.0 11025.6 35.01 20466.4 64.99
2018 34392.3 10074.3 29.29 24317.9 70.71
2019 43735.9 16255.7 37.17 27480.2 62.83

Table 2. Indicators of environmental productivity in Ukraine for 2010–2019

Year Total environmental
protection expenditure
(TEPE), UAH million

Nominal GDP,
UAH million

TEPE as per-
centage of
GDP, %

Average annual
population, thou-
sands people

Total environmen-
tal expenditure per
capita, UAH

2010 13128.1 1082569 1.2 45865 286.2
2011 18490.5 1316600 1.4 45693 404.7
2012 20514 1408889 1.5 45577 450.1
2013 20377.9 1454931 1.4 45483 448.0
2014 21925.6 1566728 1.4 43722 501.5
2015 24591.1 1979458 1.2 42836 574.1
2016 32488.7 2383182 1.4 42668 761.4
2017 31492 2982920 1.1 42477 741.4
2018 34392.3 3558706 1.0 42269 813.7
2019 43735.9 3974564 1.1 42019 1040.9

Table 3. Indicators of capital investments for environmental protection by business entities in Ukraine, 2015-2019

Year Environmental
protection
investment
(EPI), UAH
million

Nominal
GDP,
UAH
million

EPI as
percent-
age of
GDP, %

Capital
invest-
ments,
UAH
million

EPI as
percentage
of capital
investments,
%

Total environ-
mental protection
expenditure
(TEPE), UAH
million

TEPE as
percent-
age of
GDP, %

2015 7268.7 1979458 0.37 213478.1 3.40 23780.5 1.20
2016 12810.9 2383182 0.54 281667.9 4.55 31082.6 1.30
2017 9866.6 2982920 0.33 359159.8 2.75 29276.1 0.98
2018 8985.3 3558706 0.25 471115.5 1.91 32368.6 0.91
2019 8990.4 3974564 0.23 524474.1 1.71 32359.6 0.81

19 according to the NACE (31% of all observations), but
in 2019 their expenditures for environmental protection
amounted to more than 90% of all the annual expenditures.
The standard deviation is quite significant for all indica-
tors, due to the above mentioned problems and significant
variation in data.

The next step is the results of multiple regression anal-
ysis for the most common environmental investment fac-
tors in the scientific literature. It is worth emphasizing
that revenues and net income, which are the main source
of financing capital investment and current expenditures,
were identified as determinants of the impact on environ-
mental expenditures. Correlation analysis did not reveal
a close relationship between them (multiple R = 0.139,

R2 = 0.019), which allows these indicators to be included
as independent variables.

While characterizing the results of regression analy-
sis with three independent variables for all costs (table 5),
it should be pointed out that significant factors influenc-
ing the volume of total environmental protection expendi-
ture were sales revenue (Coef = 0.0045833∗∗∗, Standard
error = 0.0008195), net profit (Coef = -0.034506∗∗, Stan-
dard error = 0.0168399) and companies belonging to envi-
ronmentally dirty industries (Coef = 5372.1979∗∗∗, Stan-
dard error = 1694.7341). The following factors are also
significant for long-term environmental protection invest-
ment: sales revenue (Coef = 0.001506∗∗∗, Standard error
= 0.00028678), net profit (Coef = -0.01929∗∗, Standard
error = 0.00589308) and belonging of companies to envi-
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Table 4. Descriptive statistics

Variable Min Max Mean SD
Sales 0 3764364.90 540815.25 962630.03
Net Profit -188267.9 109288.81 2323.16 45818.90
ROA -8.1 34.7 8.94 9.34
Environmentally damaging industry (Dummy) 0 1 0.308 0.466
Total environmental protection expenditure 0 30174.50 2405.15 7639.96
Long-term environmental protection investment 0 12563.20 650.90 2455.81

ronmentally dirty industries (Coef = 1945.76∗∗∗, Standard
error = 593.067134). However, the adjusted coefficients of
determination (Adj. R2) for the model at 49% level indi-
cate a sufficient explanatory power of the estimated model.
The acceptability of this model for this study is based on
the view [43, 44] that a high R2 value is not necessary for
the social sciences and humanities. According to [44] R2

value 0.12 or below indicate low, between 0.13 to 0.25
values indicate medium, 0.26 or above and above values
indicate high effect size.

It should be borne in mind that that although all three
ratios are significant, the relationship between environ-
mental investment and revenue and between environmen-
tal investment and net profit is low. The reason is previ-
ously mentioned trend to finance environmental costs on
a residual basis. There is a negative relationship for the
net profit determinant, which refutes hypothesis H3. This
means that an increase in profit per unit of measurement
leads to a slight decrease in the level of environmental in-
vestment.This result can be explained by the low volume
of capital investment in environmental protection (60-70%
of total expenditures), the chronic unprofitability of com-
panies, and the financing of current expenditures mainly
by revenues.The most influential determinant is belong-
ing to environmentally damaging industries, which can be
explained from the standpoint of legitimacy theory, stake-
holder theory and slack resource theory. Based on the cal-
culations, we can derive a model of multiple regression
with weight coefficients:

Total environmental protection expenditure =

= −1646.389 + 5372.1979EDI+

+0.0045833S (t − 1) + (−0.034506)NP(t − 1) (3)

Longterm environmental protection investment =

= −591.893 + 1945.76EDI+

+0.001506S (t − 1) + (−0.01929)NP(t − 1) (4)

Thus, we can conclude that hypotheses 1-2 are con-
firmed and hypothesis 3 is disproved for Ukrainian com-
panies. The main type of analysis used to test the deter-
minants was based on the methods of linear regression by
the method of least squares. Least squares regression is
based on several assumptions, in particular, such as linear
dependence between variables, independence of regres-
sion residues, normality of distribution of variables and
regression residues, homoskedasticity and absence of mul-
ticollinearity. These assumptions were verified by appro-

priate tests. The main problem that causes the lack of inde-
pendence between the regression residues is the presence
of autocorrelation, which is inherent in regression based
on time series. It was considered in this analysis, the au-
tocorrelation did not come out. White’s test was used to
check for heteroskedasticity, and the variance inflation fac-
tor was used to check for multicollinearity, whose value
should not exceed 10 in accordance with a rule. The cal-
culated values of the variation factor showed no problems
with multicollinearity.

Testing of Hypothesis 4 on the impact of environmen-
tal investment (capital investment) on the financial perfor-
mance of companies by the method of pairwise correla-
tion gave negative results, indicating a lack of relationship
(multiple R = 0.086, R2 = 0.007). Thus, the hypothesis is
rejected, which means that company managers do not take
into account the provisions of the theory of good manage-
ment in their decisions to implement investment projects
aimed at environmental protection, and still do not con-
sider such investments to be a factor improving the repu-
tation and profitability of companies.

It should be pointed out that the determinants selected
for analysis were limited by the type of collected data, as
statistical reports in Ukraine do not provide more detailed
and diverse information. At the same time, there are indi-
vidual companies, for which other important factors may
be taken into account, in particular, such as form of owner-
ship, belonging to the signatories of the UN Global Com-
pact, certification according to environmental standards,
etc. The fact that companies are classified as environmen-
tally damaging industries is not controversial, although
previous research [27, 31] shows that such companies may
resort to a “greenwashing” strategy instead of real activity.

6 Conclusion
The research is devoted to finding answers to questions
about the state of environmental costs and investments in
Ukraine and the impact of factors on environmental in-
vestments on the example of Ukrainian companies. The
analysis revealed that despite the nominal increase in en-
vironmental spending, their share in GDP is insignificant.
The share of capital investment by companies has dropped
dramatically in recent years. It does not give opportunity
to draw optimistic conclusions about the creation of a ba-
sis for the implementation of the policy of “green” growth
in Ukraine.

The main factors influencing the volume of environ-
mental investment were the following: the attitude of com-
panies to environmentally damaging industries, income
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Table 5. Results of multiple regression (Dependent = environmental investment)

Variables Coef SD t-stat p-value Result
Dependent variable (total environmental protection expenditure)

Constant -1646.389 957.36622 -1.7197067 0.0919285∗ No hypothesis
Environmentally damaging industry 5372.1979 1694.7341 3.16993559 0.0026548∗∗∗ Confirmed
Sales (t-1) 0.0045833 0.0008195 5.59291762 1.043·10−6 ∗∗∗ Confirmed
Net Profit (t-1) -0.034506 0.0168399 -2.0490573 0.0459441∗∗∗ Not confirmed
Adj. R2 0.497
F-stat 17.78
F-stat (p-value) 6.7·10−8

Dependent variable (Long-term environmental protection investment)
Constant -591.893 335.027448 -1.7667 0.083636469∗ No hypothesis
Environmentally damaging industry 1945.76 593.067134 3.280843 0.001932279∗∗∗ Confirmed
Sales (t-1) 0.001506 0.00028678 5.251055 3.41097·10−6 ∗∗∗ Confirmed
Net Profit (t-1) -0.01929 0.00589308 -3.27306 0.001976216∗∗∗ Not confirmed
Adj. R2 0.497918
F-stat 17.85903502
F-stat (p-value) 6.38·10−8

Note: ∗Significant at 10%, ∗∗Significant at 5% , ∗∗∗Significant at 1%

(revenue) of companies and net financial results. The hy-
pothesis on the impact of capital investment in environ-
mental protection on the financial performance of compa-
nies was also tested. Regression analysis methods were
used to test the hypotheses. According to the results of the
analysis, all three identified factors have an impact on the
volume of environmental investment of companies, but the
most important factor is the attitude of companies to envi-
ronmentally damaging industries. The hypotheses about
the relationship between the financial results of compa-
nies and environmental investments and the impact of en-
vironmental investments on the financial performance of
the companies were not confirmed.

Summing up the study, we can state that the results of
environmental activities of economic entities in Ukraine
can be explained only from the standpoint of slack re-
source theory, since companies invest in long-term envi-
ronmental projects only in the presence of slack financial
resources. None of the provisions of the theories of legit-
imacy theory, stakeholder theory and institutional theory
are used as fundamental ones in the development of cor-
porate strategies. Only a small proportion of companies
in Ukraine develop sustainable development strategies and
compile relevant reports. In Ukraine, when determining
the remuneration for managers, appropriate indicators are
not set for the implementation of the Sustainable Develop-
ment Goals, and therefore, the theory of good management
does not work. The environmental activity of the vast ma-
jority of Ukrainian companies is mostly declarative, and
the behavior of companies from these positions is reflex-
ive. In total, we can conclude that Ukraine belongs to the
poor countries, whose main task is to survive. Under such
conditions, a country lacks the funds and political will to
pursue a genuine environmental policy, and the vast ma-
jority of companies are guided by the interests of profit
maximization.

To draw more substantiated conclusions as a direction
of future research, it is advisable to conduct an analysis

based on non-financial reporting of a large sample of com-
panies, which is to provide a more accurate picture.
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Scientific approach to quantitative measurement and economic processes
research in corporate management
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Abstract. Theoretical and methodological studies of quantitative measurement problems of the outcome eco-
nomic indicators in corporate management are examined in the article. The author’s vision of scientific explo-
ration as one of the corporate management optimization directions is offered and the basis of such direction
as profit margin calculation methodology is presented. It is also suggested to solve problems of quantitative
measurement of basic economic processes by using allocation of fixed costs in proportion to profit margin.
The methodological basis for evaluating cost-effectiveness with the help of profit margin ratio is developed by
the authors. It was revealed that fixed costs are the conditions for doing business and the functional purpose of
profit margin is the fixed costs coverage. It is proved that in case of multi-assortment production one of the most
effective corporate management approaches to cost estimation and pricing is the profit margin concept provided
in this article. One of the advantages of proposed profit margin concept is the availability of special tools reveal-
ing the resources that allow covering fixed costs and generating profit with a given level of cost-effectiveness.
The obtained results of further adoption can be applied as element of corporate management of manufacturing
companies and enterprises in conditions of multi-assortment production and changeable economic environment

1 Introduction

The quantitative measurement problems in corporate man-
agement have been studied by different economists during
decades. Great interest among scientists was aroused by
book “Economics: Principles and Policy” [1]. According
to W. J. Baumol and A. S. Blinder, the degree of dissat-
isfaction with the theory is growing among practitioners,
which does not equip us with tools for analysis and does
not lend itself to empirical testing. A similar position is
taken by H. A. Simon, a Nobel prizewinner (1978), who
underlined, that: “It would be a gross delusion to believe
that scientific research cannot be fundamental if its results
are primarily of an applied nature or if it is carried out
in response to problems raised by everyday life. The real
world is probably the most abundant of all sources of se-
rious problems requiring fundamental scientific research”
[2]. The same idea is carried out in the Nobel lecture of
M. Allais: “In my approach, I never went from theory to
facts, but, on the contrary, tried to deduce an explanatory
thread from the facts, without which they seem incompre-
hensible and useless” [3]. And R. Coase directly demands:
“What we need is an increase in empirical research" [4].

In its turn, the problem of quantitative measurement
of economic calculations was put forward in his Nobel
lecture by F. A. von Hayek and accordingly his lecture
was called “Pretence of Knowledge”. In his opinion, un-

∗e-mail: pro_univer@ukr.net
∗∗e-mail: pro_univer@ukr.net
∗∗∗e-mail: KathrynD@bigmir.net
∗∗∗∗e-mail: savchenkoov@i.ua

like the natural sciences, in economics all the circum-
stances that will determine the outcome of the process will
never be fully known or measured. Moreover, he is neg-
ative about the requirement of quantitative measurements
in economics. That’s why in his opinion, the problems
are not connected with theory, but with attempts to ap-
ply theories to a specific situation in the real world. “If
we want to protect the reputation of science and prevent
groundless claims of knowledge based on superficial sim-
ilarities with the methods of physical sciences, it is nec-
essary to direct great efforts to expose such claims, some
of which have now turned into the group interests of au-
thoritative university departments” [5]. F. A. von Hayek’s
views on the role of economic and mathematical modeling
as an instrument of economic science are of interest. Fur-
ther, F. A. von Hayek expresses his gratitude to K. Popper
for the proposed test, by means of which it is possible to
distinguish what deserves a scientific status from what is
not. According to F. A. von Hayek, many of the doctrines
that were recognized as scientific would not have passed
this test. F. A. von Hayek is a supporter of extreme liber-
alism, an opponent of any state regulation. In his opinion,
the results of research on such a complex phenomenon as
the market will never be fully known and measured. In-
deed, at the macroeconomics level, it is very difficult to
achieve quantitative measurements of economic processes,
as these studies are based on the use of the method of over-
simplification and these results are very difficult to use in
real practice.

It is necessary to emphasize that the problem of cost
allocation in profit margin formation process, as one of

© The Authors, published by EDP Sciences. This is an open access article distributed under the terms of the Creative Commons Attribution License 4.0
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the basic problems of quantitative measurement in corpo-
rate management, is supposed to be one of the most im-
portant for manufacturing companies. Methods of costs
allocations are noticed as the most problematic in corpo-
rate management of multi-assortment production, but at
the same tame, it can be considered as the basis of profit
margin formation methodology. There is no generally ac-
cepted overall method of the cost allocation with some de-
gree of grounded justification for its effectiveness. Many
Ukrainian companies (as well as Czech Republic ones, for
example) keep in use the traditional techniques of fixed
cost allocation using wages, production volumes etc. as
the basis for allocating these costs.

According to scientific view of P. Novák and B.
Popesko: “companies are now very often lacking sophisti-
cated tool for proper identification and allocation of costs
and hence their proper factored into the price of products”
and as they summarize: “most companies, up to 70%, al-
locate their overhead costs on the basis of historical over-
head costs evolution. This situation is most striking es-
pecially in small and medium-sized companies. And a
fluctuation in capacity utilization often leads to inadequate
coverage of fixed (overhead) costs” [6]. One of the objec-
tives of their research was to find out the costing methods
used by companies in Czech Republic. In fact, many com-
panies keep in use the traditional techniques known from
1970s, as well as companies in Ukraine.

At the same time, R. Lin and Z. Chen revealed two
kinds of fixed input allocation problems: the problem of
fixed cost allocation across a set of comparable decision
making units (DMUs) and that of fixed resource alloca-
tion with sharing a common output target among DMUs.
As the result, the authors adopt the data envelopment anal-
ysis technique to build models for solving two problems
of allocating the above two kinds of fixed inputs among
all DMUs and common output target sharing problem that
is accompanied with the fixed resource allocation, respec-
tively. This method is quite specific and based on special
algorithms [7].

Considering another’s scientific view points it is nec-
essary to admit that K. Janovská, S. Vilamová, M. Piecha,
J. Kutác, R. Kozel and J. Citbajová proposed model for
allocation of overhead activity costs which focuses on the
allocation of overhead costs and calculation of assignment
rates of overhead activities, which mutually cooperate.
The model enables the objective stipulation of assignment
rates of mutually cooperating overhead activities using ex-
act economic-mathematical methods – the Leontief struc-
tural model [8]. Some studies do not pay attention to cost
allocation methods, giving general review of CVP analy-
ses and break-even calculations [9]. The practical appli-
cation of breakeven analysis in production planning and
control in different countries is presented by other authors
[10], but the problem of overheated costs as usual is out
of consideration. M. Potkanya and L. Krajcirova [11] sup-
posed to calculate break-even point of each product line
as product line revenue in total company revenue, divided
by average selling price of the product, multiplied to BEP
of Company. These calculations will carry over revenue
of certain product in the whole structure to weight of the

product line in break-even point of company. These au-
thors also suggest distributing fixed costs on the base of
variant costs, which we believe in totally wrong.

Such authors as P. T. M. Ingenbleek, R. T. Fram-
bach and T. M. M. Verhallen [12] believe that they pro-
vide insight into the relationship between pricing practices
and new product performance by difference between new
product market performance and price level as two major
outcomes of new product pricing. The authors consider
that value-informed pricing has an unjustified positive im-
pact on relative price level and market performance. The
effects of cost-informed and competition-informed pricing
may differ depending upon the objective (market perfor-
mance or higher prices), product conditions (product ad-
vantage and relative product costs), and market condition
(competitive intensity). As the result, it is suggested to
consider different factors in new product pricing: the ex-
plicit pricing objective; product advantages, relative prod-
uct costs, and competitive intensity. The regression anal-
yses was used to determine interact of variables. The re-
search was based on collected data from managers who
recently had been engaged in such a decision-making pro-
cess.

Authors group of D. De Toni, G. S. Milan,
E. B. Saciloto and F. Larentis [13] consider suggesting
and testing a theoretical model showing the impacts of
pricing policy on corporate profitability. For this purpose
150 companies of Northeast of Rio Grande do Sul State,
Brazil were under the consideration. The authors used 15
questions related to the aspects considered or not in the
price defining process. The factor analysis was made. The
data analysis became the basis of conclusions made by re-
searches. As we consider, this can not be understood as
methodology of pricing policy.

In resent article A. Farm offers a theory of pricing in
consumer markets that views cost-plus pricing and value-
based pricing in conjunction with price competition and
price leadership, including, in particular, competitive price
leadership. Various theories of pricing were given with
cost-plus pricing, value-based pricing etc. It is necessary
to notice, that “cost-plus pricing also implies, – what au-
thors agree with, – that indirect costs and normal profits
are allocated to a firm’s products in proportion to their
direct costs” and it also stated in the article, that: “the
markup is obtained by summing two ratios, namely the
ratio of indirect costs to direct costs for estimated sales,
and the ratio of normal profits to direct costs for estimated
sales” [14]. The next calculations we believe were mis-
taken because of using direct costs as a base for allocation
of indirect costs. On the other hand it is underlined that
there are many variants of cost-plus pricing depending on
the systems of cost accounting, different definitions of nor-
mal profits, and different markup techniques.

Taking into account the view point of B. Cohen and
M. Neubert, who emphasize that product-oriented pricing,
company-oriented, competition-oriented pricing should be
considered in multi-assortment production. The authors
refer to R. Luostarinen and M. Gabrielsson [15] who stud-
ied 89 companies in Finland, “these companies often by-
passed cost-informed pricing (setting a product’s price
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floor) by choosing below cost pricing for their first interna-
tional customer, and thereafter applying value-added pric-
ing based on the benefits brought to its customers” [16].
That means the company-oriented pricing (cost informed
pricing to be more precise) with its pros and contras is used
very often in lot of industries and our developments can be
useful there as well.

“In this case, it should be underlined three main sys-
tems necessary to solve company’s or enterprise’s sus-
tainability tasks connected with accumulation of potential
of success in managerial decision making. Such systems
include: strategic planning, implementation and control;
these systems are respectively responsible for the devel-
opment, implementation and revision of current strategy”
[17] and manufacturing activity of legal entity as well.
Thus, complex application of these systems in corporate
managerial decisions is one of the effective company’s
management directions in machine-building production.

Practically, view point of these authors on the eco-
nomic processes research in corporate management is ca-
pable of future gradual implementation of theory into real
life. In this article we try, through empirical research,
to consider specific problems that are encountered in real
practice and to propose methods for solving these prob-
lems. Quantitative measurements are especially difficult
in a multi-assortment manufacturing environment. Obvi-
ously, therefore, scientists try to carry out their calcula-
tions in the single-item production conditions. According
to the research, for a market economy, especially at the
present stage, characteristic feature is the rapidity of struc-
tural changes that relate to all areas of the enterprise, and
this is especially true for the problems of calculating the
prime cost, profit, cost-effectiveness and prices. These in-
dicators are mutually influenced by changes in the scale
of production, the structure of the assortment, prices, the
value of fixed and variable costs. In this situation, it is
very important to clearly define the components of this re-
lationship and which of these elements play a decisive role
in corporate decision making process.

The importance of break-even calculations distribution
of fixed costs proportionally to profit margin and the ne-
cessity of pricing on the break-even ratio basis in the frame
of corporative management is observed and grounded in
comparative calculation examples of the article. Taking
into consideration that large enterprises with comparative
management systems are interested in high volumes of
multi-assortment production and therefore in large sales
revenue we have chosen two profitably known enterprises
in our region for break-even calculations, because such in-
dicators are more evident for companies. In conditions of
multi-assortment production it is the corporations, large
enterprises that should take into account target profits,
pricing, fixed costs and cost-effectiveness since these indi-
cators cannot be calculated in isolation from output struc-
ture and scale production changes.

Before starting the specific study it is necessary to de-
fine clearly the list of problems that interfere with making
effective management decisions and, after forming the cor-
rect problem view point, the necessary decision-making
tools can be developed.

2 Methodology of researching

The goal of the research is the elaboration of methodolog-
ical decision making apparatus for corporate management
on the basis of economic-mathematical modeling that can
accumulate information on assortment structure, pricing,
fixed and variable costs and cost-effectiveness.

At most enterprises in Ukraine, fixed costs are dis-
tributed in proportion to direct wages and our break-even
calculations at a number of machine-building enterprises
showed that using the distribution of wages as a base, in
order to achieve break-even, it is necessary to increase
the production volume of unprofitable products and reduce
profitable ones, which clearly contradict common sense.
That’s why we can confirm that break-even calculations
are not carried out at Ukrainian enterprises at all.

Thus, the profit margin calculation methodology bases
on the concept of fixed costs distribution in proportion to
the profit margin is proposed to Ukrainian corporate man-
agement and uses in calculations of this research.

3 Results

3.1 Proofs of the concept of fixed costs
distribution in proportion to the profit margin

Long-term research on the examples of machine-building
enterprises led us to the conclusion that in the multi-
assortment production conditions on the way of real cal-
culations of profit, prime cost, cost-effectiveness and the
formation and adjustment of prices, there is a controver-
sial problem of fixed costs distribution between types of
products. In general, the choice of the base distribution
is subjective and, therefore, choosing the base, we set the
prime cost value in advance. Depending on the distribu-
tion base, we can get several prime cost values. Does this
mean that there can be several managerial decisions?

In Economist magazine we published an article “Do
the ends always justify the means? How to distribute con-
ditionally fixed costs” [18], where for the first time it was
proposed to distribute fixed costs in proportion to the profit
margin. What considerations did we proceed when justify-
ing this method from? Margin theory underlines that at the
break-even point the profit margin is equal to fixed costs.
Therefore, having determined the break-even points and
the profit marginal amount for these volumes, we can ac-
tually determine the amount of fixed costs for each group
of products. Since a priori it cannot be that for the calcula-
tion of break-even (as the balance of fixed costs to relative
profit margin) there can be one value of fixed costs, and
another for calculating the cost.

As a matter of fact, a number of proofs that for the
distribution of fixed costs only the profit marginal should
be used as the distribution base is given in addition to this
provision, and some of these proofs are presented below.

The first proof. Foreign economists in their
works suggest break-even calculations using the average
weighted profit marginal, which are based on the rela-
tive weight of each product in physical or value terms
[19] and similar calculations are presented in many works
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of Ukrainian and Russian scientists. They are extremely
complicated and it is almost impossible to produce them
if the number of products exceeds ten. But the most im-
portant thing is that the results of these calculations com-
pletely coincide with the break-even calculations using the
break-even ratio (formula 1):

BER = FC/PM, (1)

where BER – break-even ratio,
FC – fixed costs,
PM – enterprise profit margin.
At the same time, there is no need in the calculations

to take into account the relative weight of each product
group, as the requirement for the invariability of the assort-
ment structure is observed in calculations, then to achieve
break-even it is necessary to increase the production of
each group of products by 10%.

The second proof. A. Upchurch, and after him many
other authors, in their calculations give break-even indi-
cators for types of products, but do not bring these cal-
culations to indicators of profit and cost-effectiveness, as
they practically do not calculate the value of fixed costs by
product types. These calculations are not difficult at all,
since they have data on the values of direct costs, prices
and break-even points by product types.

Taking into account calculations, it is known that the
break-even point for product types is determined by the
formula 2:

BEPi = FCi/(Pi − VCi), (2)

where BEPi – break-even point for product types,
FCi, VCi, Pi – fixed costs, variable costs and price for

product types.
Since in these calculations the values of BER, P and

VC are known and calculated, it is easy to calculate the
value of fixed costs (formula 3):

FCi = BEPi · (Pi − VCi) (3)

Therefore, it isn’t also difficult to calculate the prime
cost and profit by product types as information on price
and variable costs is available in the original version.

In is to understand, why do foreign and domestic sci-
entists do not use the break-even calculations to the indica-
tors of prime cost, profit and cost-effectiveness by product
types? Perhaps, because in this case it would be necessary
to recognize that the most optimal method of allocating
fixed costs is a marginal approach.

The third proof. The formula of BER indicator can
be derived from the well-known formula of “break-even
turnover”, widely used in economic literature:

BET = FC/PMR, (4)

where BET – break-even turnover;
FC – fixed costs;
PMR – profit margin ratio for the whole enterprise,

which is calculated as the relation of profit margin (PM)
to sales revenue (S R) that is (formula 5):

PMR = PM/S R (5)

Therefore, BET indicator formula can be transformed
as follows (formula 6):

BET =
FC
PM
× S R (6)

According to proposal the break-even ratio formula
will look like formula 7:

BER = FC/PM (7)

Thus, the break-even calculations method can be re-
flected as formula 8:

BET = BER × S R (8)

The results of the break-even calculations according
to formulas 4 and 8 are identical, but if formula 4 allows
you to calculate the break-even turnover only for the whole
enterprise, then using profit margin you can calculate the
break-even turnover in physical and value terms both for
the whole enterprise and for individual products types, and
also to distribute fixed costs by product types. Thus, on the
one hand, with the help of the margin of safety (MOS ),
which is directly related to BER, we can calculate the en-
terprise profit (loss) as a whole by formula 9:

MOS = 1 − BER (9)

And on the other hand, we can calculate profit (loss)
for individual product types by formula 10:

Pi = MOS × PMi, (10)

where PMi – is the profit margin for the i-product type.
And the fourth proof. Only with the distribution of

fixed costs in proportion to the profit margin using BER
the observance of the CVP system limitation is ensured,
i.e. the invariance of the assortment structure when cal-
culating the break-even by product. All other distribution
bases distort the assortment structure.

3.2 Calculation system of profit margin and price
indicators according to the profit margin
concept

The concept of fixed costs distribution in proportion to the
profit margin has its own assumptions. It is assumed that
all fixed costs (including production costs) are irrelevant
for making management decisions. Since fixed costs can
be partially semi-variable or semi-fixed, this approach can
affect the accuracy of product prime cost calculations. It
should be noted that all methods of allocating fixed costs
always allow some element of inaccuracy. “The best that
can be counted on,” notes A. Upchurch, “is to get an ac-
ceptable result that minimizes such inaccuracy” [20].

But the essence of the problem lies in the fact that
the accuracy of calculating the prime cost, though it may
sound paradoxically, does not really matter in manag-
ing costs, profits, cost-effectiveness and prices by product
types. Actually, the purpose of this article is to disclose
the relationship between all elements of the calculation in
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this system and identify those of them that play the main
role. But to find out these relationships, and at the same
time to check the realistic assumptions in the distribution
of fixed costs, it is possible only by conducting empirical
studies on examples close to reality, which will ensure the
reliability of the recommendations proposed on their basis.
The results of calculations are presented in table 1.

According to the table 1, for this example BER =

1104/1380 = 0.8; MOS = 0.2; P = 1380 – 1104 = 276.
With the help of MOS we can easily calculate the profit

on products without preliminary calculation of the prime
cost. So, for product “A” the profit is: 0.2 × 8 = 1.6 and
for the volume: 0.2 × 480 = 96. But for our research
it is very important to find out how the cost will behave
under certain changes. In table 1 it is necessary to note
that for products “A” and “C” the indicators of PMR and
cost-effectiveness are 0.4 and 8.69, respectively.

Due to market conditions changes, the following mod-
ifications have occurred in the product range:

1. Product “D” was discontinued.

2. Variable costs for product “C” have decreased by 1.2
units. Thus, there are two possible options. The first
is to keep the same price, which will lead to an in-
crease of cost-effectiveness, but taking into account
the current market situation, it will lead to sales de-
crease. The second is to reduce the price, keep the
same costeffectiveness with PMR = 0.4 and thereby
sales will increase by 30 units and the enterprise has
chosen the second option.

3. The enterprise has accepted an order for the product
“E” with variable costs of 14, production of 20 units
and decided to include cost-effectiveness into price
at the level of product “B” with PMR = 0.5.

According to these calculations we have such results:
For product C. The price is calculated using the for-

mula:
PRini =

VCi

1 − PMR
. (11)

Thus, the results of calculations according to this for-
mula, in which fixed cost are not taken into consideration
and hence the prime cost too, are: PRC = 4.8/(1˘0.4) = 8;
PMiC = 8˘4.8 = 3.2; PMC = 3.2 × 50 = 160.

So, for the newly ordered product “E” we have the fol-
lowing results: PRE = 14/(1˘0.5) = 28; PMiE = 28˘14 =

14; PME = 14×20 = 280. As a result, the profit margin for
the enterprise will amount: 480 + 720 + 160 + 280 = 1640;
fixed costs increased by 44 units and amounted about
1148. And thus we can observe new values of BER
and MOS : BER = 1148/1640 = 0.7; MOS = 0.3;
P = 1640˘1148 = 492.

According to calculations we can analyze the results.
For products “A” and “B” practically no changes occurred
either in prices, sales volumes, or in the value of variable
costs, but there was a redistribution of fixed costs. The de-
crease in fixed costs for these products by 120 units was
taken over by products “C” and “E”, which led to a de-
crease in the prime cost and increase in profit for prod-
ucts “A” and “B” by 120 units and a significant increase in

their cost-effectiveness. For product “C” the price was re-
duced by 20%, which ensured the volume of sales up to 50
units, the previous value of PMR = 0.4 remained and cost-
effectiveness increased from 8,69% to 13,6%. New prod-
uct “E”, in price of which we have included PMR = 0.5,
i.e. at the product “B” level, is sold with cost-effectiveness
of 17,6%, as in the case with product “B”. Thus the ques-
tion can be put, what conclusions can be drawn from these
examples?

First of all, in the conditions of multi-assortment pro-
duction, the cost of goods by type of product is not a sub-
ject, but an object of calculations, as its value cannot be
determined in isolation from changes in the structure of
product assortment. Therefore, in these conditions, it is
impossible to set the task of determining the “target cost”
and “target profit” and, naturally, the cost price by type of
product cannot be the basis for the prices formation and
adjustment.

Secondly, these examples clearly show that the deci-
sive role in the calculations is played by the “margin profit
ratio” by product type. With the help of PMR certain
level of comparative cost-effectiveness, can be included
in calculations, price changes can be made and what is
of great importance, there can be formed prices for new
orders. The proposed pricing formula fully meets the re-
quirements of anti-cost (value) pricing, the supporters of
which completely reject participation of full cost in pric-
ing. “If, when setting prices, one proceeds from full costs,”
R. J. Dolan note, “as it occurs in practice, the price is de-
termined by fixed costs, and this is logically incorrect”
[21]. Fixed costs do not take part in the proposed pric-
ing formula (11), but with the help of PMR, such a level
of marginal profit is included in the calculation, which al-
lows you to cover fixed costs and generate a profit with a
given level of cost-effectiveness.

Thirdly, it should be noted that, in fact, using PMR, we
form a comparative cost-effectiveness by product types,
regardless of changes in the assortment structure. Scien-
tific approach towards economic situation demands thor-
ough analysis of all indicators and components but in prac-
tice employees of industrial enterprises are not aware of
the existence of such indicator as “profit margin ratio”
(PMR), and in the economic literature and textbooks its
role is not given much attention.

Quantitative measurements suggested by our author’s
group as a margin calculation methodology are developed
specially for the most profitable machine-building enter-
prises of Khmelnytskyi region with the aim of their corpo-
rative management improvement.

Analyzing proposed materials of Public Joint-Stock
Company “Temp” it was realized that it has purchased
a laser machine at about UAH 5 million and usage of
this equipment has led to a reduction of materials cost,
wages and technological energy for products manufac-
ture. Fixed costs distribution proportionally to wages led
to an increase of distribution ratio, because fixed costs
have increased due to depreciation, and enterprise wages
decreased as a whole. In this case, fixed costs for the prod-
ucts processed on this machine decreased, and accordingly
the entire “load” of fixed costs increase due to depreciation
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Table 1. Calculation of prime cost, profit and cost-effectiveness in the distribution of fixed costs proportionally to the profit margin

Products Quantity Price and revenues Variable costs Profit margin Fixed costs Prime cost Profit Cost-effectiveness
PR R VCi VC PMi PM FC PC P PMR CE,%

A 60 20 1200 12 720 8 480 384 1104 96 0.4 8.69
B 40 36 1440 18 720 18 720 576 1296 144 0.5 11.1
C 30 10 300 6 180 4 120 96 276 24 0.4 8.69
D 20 12 240 9 180 3 60 48 228 12 0.25 5.26∑

P 150 3180 1800 1380 1104 2904 276 0.436 9.5

Table 2. Calculation results with account changes

Products Quantity Price and revenues Variable costs Profit margin Fixed costs Prime cost Profit Cost-effectiveness
PR R VCi VC PMi PM FC PC P PMR CE,%

A 60 20 1200 12 720 8 480 336 1056 144 0.4 13.6
B 40 36 1440 18 720 18 720 504 1224 216 0.5 17.6
C 50 8 400 4.8 240 3.2 160 112 352 48 0.4 13.6
D 20 28 560 14 280 14 280 196 476 84 0.5 17.6∑

P 170 3660 1960 1640 1148 3108 492 0.455 15.8

has moved to the of products prime cost that were not pro-
cessed on this equipment. With the distribution of fixed
costs proportionally to the profit marginal, the situation is
exactly opposite. Since the increase of profit margin (and
profit) was greater than the increase of fixed costs, then the
profit margin ratio and cost-effectiveness increased for the
products processed on this machine, the profit margin de-
spite the fact that they have taken on the “load” of fixed
costs. However, for other products such like situations
have led to a positive profit increase.

Thorough research of Public Joint-Stock Company
Krasilovagromash economic situation, we carried out sim-
ilar calculations in connection with the introduction of new
equipment that was used for some products and obtained
similar results. With the distribution of fixed costs pro-
portionally to wages some of low-profit products, in pro-
duction of which no new equipment was used, turned into
unprofitable ones.

These two examples (and there could be given much
more of them) prove certain threats for enterprise financial
condition in case wrong decisions would be taken and, at
the same time, such examples can be of significant impor-
tance in making business decisions. And vivid proof of
such like conclusions can be the advice of E. A. Helfert,
who wrote: “... common sense suggests that most of the
analytical efforts should be directed to those areas where
the probability of insufficient analysis is the greatest ...”
[22].

Generally speaking, it is very difficult to break the
stereotypes that have evolved over the centuries, and that
the proposal, when setting prices and profits, does not take
into account the production prime cost as the main com-
ponent is rather provocative, but at the same time, we are
sure that in the sphere of manufacture of production tech-
nically purposed products, this technique has the right to
life and that in the near future it can be widely used.

4 Conclusions

The corporate management mechanism provides such con-
ditions of its functioning that ensure stability of the com-
panies and enterprise development. Corporate manage-
ment contains a wide complex of tasks, especially in con-
ditions of multi-assortment production but absence of ana-
lytic instruments doesn’t support the precise evaluation of
decision making results of well grounded managerial so-
lution. That’s why the variability directions of corporate
management should be considered at the new and, at the
same time, effective basis as profit margin concept with
fixed costs distribution in proportion to the profit margin
methodology proposed in this article for Ukrainian enter-
prises.

Summarizing research results the following conclu-
sions can be given:

1. The proposed base for fixed costs distribution in
proportion to the profit margin transforms the dis-
tribution system into a system for managing costs,
prices, profits and cost-effectiveness by product
types.

2. Fixed costs and marginal profit are a kind of “black
boxes” that collect and store all information on vol-
ume changes and assortment structure, prices and
prime costs, which can be used in any moment to
carry out the necessary calculations with the help of
BER and MOS .

3. In the conditions of multi-assortment production,
the prime cost by product type cannot be formation
and adjustment basis of prices, since it strongly de-
pends on changes of production volume and assort-
ment structure of the whole enterprise.

4. Products with the same PMR will be of the same
cost-effectiveness regardless their production vol-
ume.
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5. The proposed pricing formula on anti-cost basis can
be used for “value” pricing. The degree of “value”
should be correlated with the value of PMR in price
calculation.

6. Prices changes are advisable by product types in
case of variable costs increase or decrease using the
profit margin ratio in order to ensure given cost-
effectiveness.

Thus, it is necessary to admit that the most important
tool in proposed profit margin concept is the “margin ra-
tio” by product type, because it provides price formation
on the anti-cost basis and with its help the required level
of cost-effectiveness is set. The role of this indicator in
the economic literature is underestimated and in practice it
isn’t simply used. The proposed calculation formulas have
a direct effect, do not require additional time and resources
are easy in use and have internal logic. Consequently, dif-
ferent companies can profitably use suchlike methodology
for expenditure decrease and therefore in profit and pro-
duction volume increase. Suggested methodology is ad-
visable for any corporate management system as it can as-
sist in improvement of such indicators as profit margin and
cost-effectiveness.
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Abstract. Unemployment and inflation are among the most critical phenomena facing both developed and de-
veloping countries due to their harmful social, economic, and political effects. The Egyptian monetary policy’s
main objective is to maintain a low inflation rate in the medium run to keep the confidence and a high rate
of investment and economic growth. At the same time, economists argue that targeting a low-rate of inflation
may increase unemployment. Although the classical Philips curve indicates a trade-off between inflation and
unemployment, several empirical studies have argued that the relationship between inflation and unemployment
depends on the shocks’ source and lagged responses. The main objective of this paper is to examine the rela-
tionship between inflation and Egypt’s unemployment rate. We used time-series data from 1980 to 2019, where
a vector autoregressive (VAR) model and the Impulse response function tool (IRF) were employed. The results
show that inflation has a positive relationship with GDP while negatively affecting the unemployment rate.

1 Introduction

One of the most critical phenomena facing both devel-
oped and developing countries is unemployment due to its
harmful social, economic, and political effects. The catas-
trophic consequences of the COVID-19 crisis have taken
the global economy to a recession which caused a high un-
employment rate [1]. On the other hand, inflation volatility
can cause harmful effects on economic growth [2]. There-
fore, keeping a low inflation rate is one of the monetary
policy’s primary goals in most countries [3]. Neverthe-
less, according to PhilipsâĂŹs curve [4], there is a trade-
off between inflation and unemployment. The main im-
plication of this relationship is that if a country wants to
keep a low inflation rate, it must accept a high unemploy-
ment rate [5]. This paper’s main objective is to examine
the relationship between inflation and the unemployment
rate in Egypt. The research hypotheses can be formalized
as follows:

H1: There is a negative relationship between inflation and
the unemployment rate in Egypt.

H2: There is a negative relationship between inflation and
gross domestic product (GDP) in Egypt.

2 Literature review

Philips [4] reported a negative relationship between wage
inflation and the unemployment rate in the UK. Simi-
larly, Samuelson and Solow [6] confirmed this relation-
ship using data from the US. Nevertheless, some empiri-
cal studies challenged these hypotheses [7–12]. Accord-
ing to Berentsen et al. [13], the is a positive association
∗e-mail: omran@utb.cz
∗∗e-mail: bilan@utb.cz

between inflation in the long run. Ho and Iyke [14] found
that the relationship is harmful only when the unemploy-
ment is less than 5%. These investigations are in line with
the general idea of links between the unemployment rate
and economic growth, proved in empirical research in dif-
ferent countries [15–18].

The empirical studies showed different results regard-
ing the relationship between inflation and unemployment
in both the short and long- run [19]. According to Hussain
and Saaed [20], this relationship varies from one economy
to another. Ahiadorme [21] found that the impact of infla-
tion on output and unemployment rate is consistent with
the Philips curve predictions and Okun’s law in the short
run. It should be considered in territorial development
planning due to the essential impact of unemployment on
their development [22, 23], and appropriate influence on
the business environment [24, 25], level of life of the pop-
ulation [26] and widening the gap in employersâĂŹ value
proposition [27]. Nevertheless, the new Keynesian Philips
curve exists, and Okun’s relationship is positive in the long
run. Sasongko and Huruta [28] showed that there is a
one-way causality between inflation and unemployment.
Moreover, unemployment causes inflation, but not vice-
versa. These patterns may be hidden in terms of the severe
informal economy share; however, their impact on infla-
tion and level of life remain in general [29].

Some studies reported an inverse relationship between
inflation and the unemployment rate [30–33]. Other stud-
ies showed a positive relationship between inflation and
the unemployment rate in the long run [13, 19, 34, 35].
Korkmaz and Abdullazade [33] found a trade-off between
inflation and the unemployment rate. Mukherjee [32]
found an inverse relationship between inflation and the un-
employment rate in India. On the contrary, Touny [19]
showed a positive relationship between inflation and un-
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employment in Egypt, while Vermeulen [36] found no evi-
dence of the trade-off between inflation and the unemploy-
ment rate in the short run.

3 Methodology

To investigate the relationship between inflation and em-
ployment rate, we applied a three-variables vector autore-
gressive model (VAR) with the impulse response function
(IRF) and time-series data for the period 1980-2019. It
was collected from the central bank of Egypt and the world
bank table 1 shows the variables of our VAR model.

Table 1. Definition of variables

Variable Definition
GDP Log (Real gross domestic product)
UNEMP Log (Unemployment rate %)
INF Log (Inflation rate%)

According to Sims [37], we can present the VAR
model as follows:

Yt = α0 + α1 y(t − 1) + . . . + αm y(t − m) + ut (1)

where:
αi denotes the coefficient matrices;
yt denotes a set the endogenous variables;
ui denotes the stochastic error term for the VAR model.
Therefore, the three variables VAR models can be

specified as follows:

GDPt = σ +

k∑
i=1

βiGDPt−i +

k∑
j=1

∅ jUNEMPt− j

+

k∑
m=1

δmINF t−m + u1t (2)

UNEMPt = a +

k∑
i=1

βiGDPt−i +

k∑
j=1

∅ jUNEMPt− j

+

k∑
m=1

δmINF t−m + u2t (3)

INF t = d +

k∑
i=1

βiGDPt−i +

k∑
j=1

∅ jUNEMPt− j

+

k∑
m=1

δmINF t−m + u3t (4)

To get the impulse response functions, we set the vari-
ables according to Cholesky ordering: we start with INF,
then GDP, and finally the UNEMP.

Table 2 presents the descriptive statistics of our three
variables. To measure the Kurtosis and skewness of each
series from the normal distribution, we used the Jarque-
Bera test. The results show that at 1%, 5%, and 10% levels
of significance, all the three variables follow the normal
distribution.

Table 2. Descriptive statistics

GDP INF UNEMP
Mean 11.11337 1.000868 0.955840
Median 11.13466 1.051948 0.958406
Maximum 11.45659 1.469919 1.119051
Minimum 10.67888 0.355979 0.696356
Std. Dev. 0.228200 0.280783 0.119838
Skewness -0.192637 -0.744492 -0.738313
Kurtosis 1.880566 2.756127 2.755662
Jarque-Bera 2.277549 3.699394 3.640206
Probability 0.320211 0.157285 0.162009
Sum 433.4214 39.03385 37.27776
Sum Sq. Dev. 1.978867 2.995876 0.545723
Observations 39 39 39

4 Results

Before testing our vector autoregressive model (VAR), we
want o to make sure that there is no unit root in our vari-
ables. To do so, we employ the Augmented Dickey-Fuller
test (ADF) at 1%, 5%, and 10% levels of significance. The
null hypothesis is that there is a unit root in the variables,
meaning that they are nonstationary. Contrarily, the alter-
native hypothesis is that there is no unit root in the vari-
ables, meaning they are stationary. Table 3 shows the aug-
mented dickey fuller test with intercept. AS we can see at
levels, all the variables were nonstationary. When we took
the first difference, UNEMP and INF became stationary.
Furthermore, when we took the second difference, all the
variables became stationary.

Table 3. Augmented Dickey-Fuller test (Intercept)

Variable P-value Unit root Stationary
Levels

GDP 0.0321 Yes No
UNEMP 0.3095 Yes No
INF 0.1806 Yes No

First difference
GDP 0.1002 Yes No
UNEMP 0.0019 No Yes
INF 0.0000 No Yes

Second difference
GDP 0.0000 No Yes
UNEMP 0.0000 No Yes
INF 0.0000 No Yes

Table 4 shows an augmented dickey fuller test with
the trend and intercept. As we can notice, all the vari-
ables were nonstationary at levels. Nevertheless, they be-
came stationary ant the first and second difference. Table 5
shows the augmented dickey fuller test with no trend and
intercept, as we can see. All the variables were nonsta-
tionary at levels, but they became stationary except GDP
when we took the first difference. Nevertheless, taking the
second difference converted all the variables to stationary.

Table 6 shows the lag length criterion tests. As we can
see, LR, FPE, AIC, SC, and HQ test suggest using one lag
in our vector autoregressive model (VAR).
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Table 4. Augmented Dickey-Fuller test with trend and intercept

Variable P-value Unit root Stationary
Levels

GDP 0.9092 Yes No
UNEMP 0.2265 Yes No
INF 0.4999 Yes No

First difference
GGDP 0.0635 No Yes
UNEMP 0.0131 No Yes
INF 0.0000 No Yes

Second difference
GDP 0.0000 No Yes
UNEMP 0.0000 No Yes
INF 0.0000 No Yes

Table 5. Augmented Dickey-Fuller test (no trend and intercept)

Variable P-value Unit root Stationary
Levels

GDP 1.0000 Yes No
UNEMP 0.8150 Yes No
INF 0.3931 Yes No

First difference
GDP 0.0834 No Yes
UNEMP 0.0000 No Yes
INF 0.0000 No Yes

Second difference
GDP 0.0000 No Yes
UNEMP 0.0000 No Yes
INF 0.0000 No Yes

Table 7 presents the diagnostics tests for our VAR
model. As we can see, there is no serial correlation and
Heteroskedasticity in the residuals. Moreover, the model
satisfies the normality and stability conditions.

Figure 1 shows the response of each variable to a one
standard deviation shock to the inflation rate. We calcu-
lated the impulse response function for ten years ahead.
The first panel shows the response of GDP to a one stan-
dard deviation shock to the inflation rate. As we can see,
inflation has a positive impact on GDP. This result is con-
sistent with Semuel and Nurina [38], but it is inconsistent
with Faria and Carneiro [39]. When we look at the sec-
ond panel, we can see that unemployment responds posi-
tively to a one standard deviation shock to inflation; there
is a trade-off between inflation and the unemployment rate.
This result is consistent with Muhammad [40]. Finally, we
look at the third panel; we see that inflation responds neg-
atively to a one standard deviation shock.

5 Conclusion

The Egyptian monetary policy’s main objective is to main-
tain a low inflation rate in the medium run to keep the
confidence and a high rate of investment and economic
growth. At the same time, economists argue that targeting
a low-rate of inflation may pursue or stifle employment.
This article contributes to this debate by investigating the

Response to Cholecky One S.D. (d.f. adjusted)
Innovations ± 2 S.E.

Figure 1. The impulse response functions

relationship between inflation and Egypt’s unemployment
rate. The authors employed annual time series data from
1980 to 2019, where a vector autoregressive model (VAR)
and the Impulse response function tool (IRF) were used.
The results show a positive relationship between inflation
and GDP, while there is a negative relationship between
inflation and the unemployment rate. These results are
consistent with the results of Philips [4]. The main recom-
mendations of these results to Egypt’s policymakers are
that they need to implement their monetary policy consid-
ering the unemployment pressures in short-run.

This article was supported by the Internal Grant
Agency of Tomas Bata University in Zlin, Project No.
IGA/FaME/2021/005, “Significant factors in the sustainability
of economic growth with a focus on the SME segment”.
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Table 6. Lag length criterion test

Lag LogL LR FPE AIC SC HQ
0 44.40942 NA 1.63·10−5 -2.509662 -2.373615 -2.463886
1 169.8185 220.4159∗ 1.41·10−8∗ -9.564755∗ -9.020570∗ -9.381653∗

2 176.9738 11.27512 1.61·10−8 -9.452959 -8.500636 -9.132531
3 185.0917 11.31585 1.76·10−8 -9.399498 -8.039036 -8.941744

Table 7. Diagnostic tests for the VAR model

Diagnostic test Test statistic P-value
Residual Serial Correlation LM Test 2.328545 0.1137
Residual Heteroskedasticity Test 0.167819 0.8462
Stability Test Satisfied No roots outside the unit circle.
Normality Test (Jargue-Bera) 0.24032 0.886779
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Abstract. In modern world economy resort recreations – one of the most high-profitable industries of man-
aging. Ukraine owns the powerful resort and recreational potential, effective development of which can bring
a real economic benefit. For this purpose, it is necessary to form a system concept for the development of
such industry, which are integral part of the economic transformations. The purpose of the article consists in
development of approach to modeling of transformations strategy development of resort-recreation systems in
which transformation acts as their internal and necessary part. As a result of research, the concept of transfor-
mation strategy development was grounded, as a certain period of cyclic dynamics, and the scenarios of origin
of catastrophe, development and introduction of innovations is got. The offered approach assumes opportu-
nity to consider development of economy of resort-recreation systems as process of transformation change of
strategies. On this basis the model based on theory of catastrophes, which allows carrying out the scenario
description of transformation strategies of resort-recreation systems is constructed.

1 Introduction
Recreation and tourism is one of the most profitable area
of the modern world economy. For many countries, it has
become not only a constantly growing source of finan-
cial income, but also due to the attraction of millions of
tourists, the infrastructure of these areas is beginning to de-
velop more actively and new additional jobs are creating.
Ukraine has a strong resort and recreational potential, the
effective development of which can bring real economic
benefits. Therefore, the recreation industry in the process
of market transformation of the economy should take one
of the leading places in the structure of the economic com-
plex of the country [1, 2].

However, despite the rich recreational and tourism re-
sources base and a wide network of tourism entities [3],
there is still lack of a clear modern strategy for the de-
velopment of resorts that meets global and European stan-
dards in Ukraine. As a rule, the functional strategies and
development plans of resort and recreational complexes
are of local character and are focused mostly on the in-
dustry of rest and, and only then on the rehabilitation and
curative forms of travel. As a result, the level of develop-
ment of the recreation industry in Ukraine is one of the last
in Europe, and the degree of compliance of its resort sector
with environmental requirements for the environment and
cultural and historical heritage is quite low.
∗e-mail: pvzz1957@gmail.com
∗∗e-mail: annkosten@rambler.ru
∗∗∗e-mail: tanyakungurtseva2704@gmail.com
∗∗∗∗e-mail: zhvanenko_sveta@ukr.net
†e-mail: mukhinviktors@gmail.com

Decreased real incomes, weakened coordination of the
industry, as well as lack of control over the use of nat-
ural healing resources have led to a number of negative
results including a reduction in the number of visitors by
more than 50%, a significant reduction in bed capacity,
high prices for resort and recreational products. The result
was a difficult socio-economic situation of national resorts,
which for many years chosen the strategy of survival as the
main direction of its development. Therefore, one of the
current areas of research in this field is the development
of models of strategies for socio-economic development
of resorts based on modern market requirements [4, 5].
Thus, the identification of determinants and modern mech-
anisms of sustainable strategic development based on eco-
nomic transformations is becoming increasingly apparent
and important.

The concept of transformation of economic systems
has deep grounds in the general economic theory. It is
directly related to the problems of formation, develop-
ment, change of strategies of economic systems, which
have been studied in the works of many economists over a
long period of time. In the process of studying of the eco-
nomic transformation of resort and recreational systems
[6], the authors relied on the theoretical developments con-
tained in the works of J. Stiglitz [7], J. Shumpeter [8] and
other scientists. The works [9–11] are devoted to the gen-
eral problems of transition processes in the economies of
different countries, as well as to the problem of transfor-
mational economy.

At the same time, many aspects of the transformation
of economic systems are still insufficiently studied. In par-
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ticular, significant acceleration and complication of world
economic processes, strengthening of intersystem inte-
grations intensify transformational changes in resort and
recreational systems, which requires their careful study.
To date, the process of strategy transformation, taking into
account its complexity and uncertainty of future stages of
development, has not been fully disclosed. And a holistic
concept of transformation of resort and recreational sys-
tems, which would be based on a clear understanding of its
parameters and their organic relationship in a single holis-
tic system, has not yet been developed.

2 Methodological aspect of a research of
strategies for the development of the
resort-recreation sphere

Modern trends in the development of resort and recre-
ational systems require a systematic approach to under-
standing their essence, which consists in the processes of
creation, operation, interaction and transformation of var-
ious systems, subjected to a single purpose of operation –
resort and recreational activities. This approach involves a
fundamental change in development strategy. A change in
strategy is an inevitable reaction to adaptation to dynami-
cally changing environmental influences. It entails struc-
tural changes aimed at modifying resort and recreational
products, optimizing the business model and transforming
the development mechanism [12, 13].

Trends in systemic transformations, economic crises,
dissipative phenomena, increased risks are accompanied
by changes in strategies for the operation of resort and
recreational systems. The basis for such changes is the
transformations of economic processes inherent in the re-
sort and recreational economy. Thus, there is a need to de-
velop tools for analysis and practical application of trans-
formational strategies for the development of resort and
recreational systems.

The purpose of the study is to develop and analyse a
model of transformation of strategies for the development
of resort and recreational system based on the theory of
disasters. Taking into account the results of modelling in
practice allows to ensure the viability of resort and recre-
ational systems in a dynamically changing environment
and market transformations, and also shifts the emphasis
from the priority of analysis and adaptation to the priority
of "constructing" their own development strategies.

A vast variety of approaches to determining an effec-
tive strategy for the development of resort and recreational
systems is associated with the specifics of the formation
of the national economic model, which is characterized by
historical traditions and professional experience in using
strategic tools to achieve goals. Accordingly, the trans-
formation strategy of resort and recreational systems will
be understood as consistent management action, which is
produced and is subjected to constant adjustment as a re-
sult of environmental uncertainty, and which leads to sus-
tainable qualitative changes in the resort and recreational
system in the long run by creating and strengthening com-
petitive advantages. This definition of strategy practically

means the priority of treatment and rehabilitation activi-
ties in broad integration with tourism industry. This al-
lows us to move to a methodology focused on meeting
the demand of both individual consumers and the general
population by creating popular competitive offers and in-
creasing sales, which, accordingly, leads to a significant
increase in profits of resort and recreational systems [14].

It should be noted that the national economy is cur-
rently in the process of transformation, i.e. in the process
of transition from one socio-economic state to a qualita-
tively different state. Such economic transformation has a
number of specific characteristics and effects that distin-
guish it from economies that are relatively stationary and
develop on their own basis, through self-improvement and
partial changes in its inherent states, relationships and re-
lations. Such changes are based on the modern concept of
smart and sustainable growth, which was formed after the
crisis of 2008 and was reflected in the report of the UN
Conference on Trade and Development on world invest-
ment and investment policy of the new generation [15].

At the core of the problems of transformation of the
national economy and, accordingly, the resort and recre-
ational sphere, are issues related to the change of existing
technologies, standards of functioning and the established
economic order, in order to ensure economic development.
Thus, when choosing a strategy, the resort and recreational
system actually sets its trajectory of economic transforma-
tions to achieve economic development. But it should also
be understood that the strategies that now operate success-
fully in foreign resort and recreation companies will not
necessarily also work effectively in the national environ-
ment. Therefore, each resort and recreational system must
develop and implement its own economic transformation
strategy, which combines elements of different approaches
to economic development [16].

Today, many economists explicitly or implicitly use
the synergetic paradigm in their researches. According to
its principles, the resort and recreational system is con-
sidered as an open financial and economic structure. Its
development is based on the nonlinear laws and is subject
to the general evolutionary laws of complex nonequilib-
rium systems. External disturbances and risk phenomena
that accompany the development and implementation of
development strategies can create situations of dynamic
uncertainty and can lead to instability of the market po-
sition of such systems due to unpredictability of consumer
behaviour and the complex impact of other external and
internal factors. The combination of instability and risks
of transformational development with the instability of the
external environment, due to the dynamic nature of eco-
nomic evolution and transformational cyclicality, neces-
sitate the development of models for forecasting possible
scenarios for the development of resort and recreational
systems.

Intensive research on the dynamics of socio-economic
systems is currently associated with the theory of eco-
nomic dynamics – an actively developing area of modern
economic analysis. Methods of qualitative study of dy-
namical systems, which constitute the content of the the-
ory of catastrophes and chaos, are an effective tool for ob-
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Figure 1. The structure of the transformation strategy of the resort and recreational system

taining information about the processes occurring in the
simulated real systems. The use of this methodology al-
lows us to conduct a fairly complete analysis of the dy-
namics of the market position of economic systems as a
result of the transition to a new development strategy [17].

3 Modeling of strategies for the
development of the resort and
recreational industry

We will use the methods of catastrophe theory to model the
transformation of strategies for the development of resort
and recreational systems. Catastrophes are abrupt changes
that occur in the form of the system’s response to a gradual
change in external conditions. Catastrophe theory studies
sudden abrupt qualitative changes in the states of dynami-
cal systems as a result of slow, smooth and small changes
in parameters. Its approaches are essentially a method-
ology for modelling the transformations of evolving pro-
cesses, allowing to describe the diversity of gaps from a
mathematical point of view and to obtain generalizations
of these phenomena. Catastrophe theory methods can be
used to qualitatively characterize different types of eco-
nomic dynamics by identifying structures that reflect both
slow changes and the emergence of features in dynami-
cal systems described by smooth functions with a limited
number of parameters for any number of variables [18].

Consider the situation when the resort and recreational
industry, which operates within the old strategy and, ac-
cordingly, produces the old resort and recreational prod-
uct, is transformed according to a new development strat-
egy and begins to produce a new resort and recreational
product. Investments to expand the production of a new
product will be received at the expense of the costs of
modernizing the old resort and recreational product. The
mathematical model of the resort and recreational system,
working under the old strategy and producing only the old

product, can be represented as:

K
dy
dt

= −y3 + α1y + α2 (1)

where K – coefficient of proportionality; y – a volume of
output of the old resort and recreational product during pe-
riod t; dy

dt – the rate of change of a volume of output of the
old resort and recreational product with the respect to time
t; α1 – parameter that specifies the cost (investment) to ex-
pand the output of the old product; α2 = p − q, where p –
the sale price of the old resort and recreational product, q –
costs for the development of a new resort and recreational
product.

Due to the implementation of economic transforma-
tions, the resort and recreational industry is moving to a
new development strategy and a new resort and recreation
product is beginning to produce. The mathematical model
of the resort and recreational industry, working under a
new strategy and producing a new type of product, can be
represented as:

K
dx
dt

= −x3 + α3x + α4 (2)

where x – a volume of output of the new resort and recre-
ational product during period t; dx

dt – the rate of change of a
volume of output of the new resort and recreational prod-
uct with the respect to time t; α3 – parameter that specifies
the cost (investment) to expand the output of the new prod-
uct; α4 = pn, where pn – the sale price of the new resort
and recreational product.

Since the costs q go to expanding the production vol-
ume of a new product, we will assume that α3 = q. Then
the system of equations describing the functioning of the
resort and recreational industry when producing the old
and new product, will look like:

K
dy
dt

= −y3 + α1y + (p − q)

K
dx
dt

= −x3 + qx + pn

(3)
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Assume that the costs q begin to be incurred at some
point of time ti in the operation of the resort and recre-
ational industry and continue over time ∆t according to the
law q = ut, where u – the rate of change of investment in
the release of a new resort and recreational product. Then,
varying the price of the old resort and recreational product
p, the price of a new product pn, investment to expand the
production of the old product α1, time when investing in
the release of a new product starts ti, their duration ∆t and
speed u, you can get different scenarios of working of the
resort and recreation industry.

4 Simulation results

Consider the main scenarios obtained as a result of mod-
eling the transformation of the strategy of development of
the resort and recreational system at different values of the
parameters.

Scenario 1. The evolution of the economy of the resort
and recreational industry, operating within the old devel-
opment strategy.

One of the scenarios obtained in modeling the strategy
of development of the resort and recreational industry was
the scenario corresponding to the situation when the sys-
tem continues to operate under the old development strat-
egy (figure 2).

As can be seen from figure 2 the economy of the re-
sort and recreational industry, which operates under the
old strategy is developing rapidly in the early stages, and
this corresponds to the life cycle of resort destinations.
The growth of profits and production of the old resort and
recreational product in the leisure industry is facilitated by
stable demand and low prices (p = 3). However, since
time (t = 4.8) growth has slowed significantly, investment
in the old product is significantly reduced (α1 = 3).

Since time (t = 6), there is a sharp drop in profits of the
resort and recreational industry, which leads to the trans-
formation of development strategy and the beginning of
the release of a new product. Due to the low rate of invest-
ment (u = 2.25), late transformation (ti = 6), low prices
for the new product and a sharp drop in profits to zero by
the time (t = 8) resort and recreation system is in disaster.

Scenario 2. Transformational growth of the economy
of the resort and recreational industry, operating under the
new development strategy.

Another scenario obtained in modeling the strategy of
development of the resort and recreational industry was the
scenario corresponding to the situation of completion of
economic transformations and transition to a new strategy
(figure 3).

The scenario presented in figure 3, confirms the con-
cept of the need to move to a transformational develop-
ment strategy. In the context of such a strategy, there is
a post-transformational increase in profits (ti = 8), which
corresponds to the course of the transformation cycle and
the growth of market confidence. The resort and recre-
ational system goes from the point of catastroph. The
growth of demand and the release of a new resort and
recreational product of a therapeutic and restorative na-
ture is facilitated by the growth of demand and price in-

crease (pn = 4). This reduces investment in the old prod-
uct (α1 = 2) and increases the rate of investment in the
new product (u = 4.3). It should be noted that the eco-
nomic strategy for managing the development of the resort
and recreational industry should include the growth of the
prices of the providing services through the implementa-
tion of the additional benefits for consumers, as well as the
improving service quality.

Scenario 3. Shifting the transformation of the strat-
egy of development of the resort and recreational system
in time.

Under the conditions of the transformation cycle, ear-
lier transformations are considered as a way to mitigate
the effects of the crisis [19]. To simulate such a scenario,
we reduce the time parameters of the model. In figure 4
presents a scenario of early transformation of the strat-
egy of development of the resort and recreational system
(ti = 3).

The scenario presented in figure 4, demonstrates a situ-
ation when the early start of the transformation of the strat-
egy of development of the resort and recreational industry
contributes to the growth of market confidence, which, ac-
cordingly, leads to earlier and much greater investment in
innovation. The resort and recreation system starts from
the point of catastrophe, but the average level of profit de-
creases. This scenario can be called a “reversal strategy”,
i.e. if it is known that a catastrophe will occur, the transfor-
mation should be carried out at an early stage. In this case,
the early start of investment will be made by reducing the
average level of profit.

Scenario 4. Reducing the speed of investment in the
transformation of the strategy of development of the resort
and recreational industry.

Another scenario obtained in modelling the transfor-
mation of the strategy of development of the resort and
recreational industry was the scenario corresponding to
the situation of “overheating of the resort and recreational
economy” (figure 5).

This scenario reflects the decline of the rate of invest-
ments from to. The resort and recreation industry starts
from the point of catastrophe, but the level of profit de-
creases sharply. Scenario analysis shows that there is
some critical rate of investment, above which the resort
and recreational industry suffers a catastrophe, i.e. over-
heats. A similar situation is observed with the investment
interval: the smaller the investment interval at a constant
speed, the higher the probability of a catastrophe, i.e. it
is necessary to increase investment, but for a longer time
interval.

5 Conclusions

Analysis of the current state and trends of the world and
domestic economy led to the conclusion that the resort and
recreational sphere is one of the most profitable and most
dynamically developing, which is one of the main sources
of revenue for a government budgets of many developed
countries. However, the available resource potential of
domestic resort and recreational systems is insufficiently
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Figure 2. The scenario of a catastrophe in the economy of the resort and recreational system at α1 = 3, p = 3, pn = 2, ti = 6, ∆t = 2,
u = 2.25

Figure 3. The scenario of economic growth of the resort and recreational system at α1 = 2, p = 3, pn = 4, ti = 6, ∆t = 2, u = 4.3

used, and the state and effectiveness of recreational de-
velopment not only lags far behind the leading countries
of the world, but also does not meet the needs of modern
consumers.

The conducted study on the development of economic
mechanisms and models for the effective development of
the resort and recreational sphere has identified a set of ba-
sic modern approaches and methodologies for managing
the development of resort and recreational systems. Their
systematization proves that there is some unique predom-
inant characteristic that acts as a key parameter, a factor
that determines the level of development of the system. At
the same time, there is no systematic approach to this is-

sue, which makes it impossible to reproduce sustainable
competitive advantages, form a set of modern competitive
strategies and create tools for choosing economic action
in multi-alternative situations caused by high and uncer-
tain external and internal environment. In order to elimi-
nate the existing discrepancies, we have used a model ap-
proach to the creation of a mechanism for the transforma-
tion of strategies for the development of organizations of
the resort and recreational complex based on the theory of
disasters.

Analysis of the results of modelling the transforma-
tion of strategies for the development of resort and recre-
ational system at different values of the parameters allows
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Figure 4. The scenario of shift in time of transformation of strategy of development of resort and recreational system at α1 = 3, p = 3,
pn = 4, ti = 3, ∆t = 2, u = 2.25

Figure 5. The scenario of reducing the rate of investment at α1 = 3, p = 3, pn = 4, ti = 6, ∆t = 2, u = 2

us to conclude that transformational changes are one of the
most important prerequisites to reaching sustainable eco-
nomic development and, consequently, effective function-
ing of resort and recreational economy as a whole. The
generalization of the results of model experiments in the
presence of several strategies for the development of the
resort and recreational system allowed to obtain quantita-
tive and qualitative values of factors, to explore the trajec-
tories of movement depending on the impact of economic
transformation.

The transformation of strategies should correspond to
the second scenario of the model, i.e. the transformational
growth of the economy of the resort and recreational sys-

tem, which operates within the new development strategy.
In this case, there is a significant increase in profits of the
resort and recreational system and an increase in demand
for resort and recreational products.
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Abstract. The relevance of the chosen topic is related to the growing interest of researchers in technologies
and mechanisms of growth of new touristic opportunities in the smart era of society, features of its impact on
national policies in order to achieve strategic socio-economic goals of the countries both for domestic territories
and along the path of development of geoeconomic strategies in the global space. In addition the relevance of
the research direction is enhanced by the fact that tourism is one of the sectors of the world economy that has
suffered the most from restrictions on movement during the pandemic crisis. The European Commission has
recently presented a series of proposals setting out the foundations of the EU economy and society suitable for
the digital age, outlining the development of a genuine European data space and offering a European approach
to new technologies. The new industrial strategy and the SME strategy (adopted on March 10, 2020) identify the
path to digital transformation to empower industry and small and medium-sized enterprises. The latest strategic
communication of the European Commission “Tourism and Transport for 2020 and beyond” emphasizes the
role of digital transformation and sustainability. This involves investing in digital skills and promoting digital
innovation, as well as linking the tourism business and businesses to existing data spaces, technology providers,
and community actors at the local and regional levels. To determine the possibilities of further evelopment of
the industry, ithe article proposes a factor model of the total revenue from tourism activities, taking into account
regional changes in tourist flow, provide recommendations for the effective development of the industry with
account of future trands of tourism industry and ecosystem development. These issues are equally pertinent
both for tourism, given the advantages innovative, new technologies can bring to tourism destinations and
for businesses, local communities and travellers. They can facilitate tourism management both at destination
and business level, contributing to balanced and sustainable growth of tourism in post Pandemic time. New
smart technologies can help businesses provide more personalised services and therefore enhance the tourism
experience.

1 Introduction

The European Commission has recently presented a series
of proposals [1–8] setting out the foundations of the EU
economy and society suitable for the digital age, outlining
the development of a genuine European data space and of-
fering a European approach to new technologies.

The new industrial strategy [9] and the SME strategy
[10] (adopted on March 10, 2020) identify the path to
digital transformation to empower industry and small and
medium-sized enterprises. The latest strategic communi-
cation of the European Commission “Tourism and Trans-
port for 2020 and beyond” [11] emphasizes the role of dig-
ital transformation and sustainability. This involves invest-
ing in digital skills and promoting digital innovation, as
well as linking the tourism business and businesses to ex-
isting data spaces, technology providers, and community
actors at the local and regional levels. However, the real

∗e-mail: nadezdash@ua.fm

volume of domestic tourism is much higher than official
statistics show.

The majority of the population, engaged in domes-
tic tourism, prefer individual search for accommodation,
food, vehicles, sightseeing facilities, etc. It is not possible
to take into account the relevant tourist flows in the calcu-
lations.

However, to determine the possibilities of further de-
velopment of the tourism industry, the article proposes a
factor model of the total revenue from tourism activities,
taking into account regional changes in tourist flow, pro-
vide recommendations for the effective development of the
industry with account of future trends of tourism industry
and ecosystem development.

Tourism is one of the major components of economic
growth for communities worldwide. A key requirement
of tourism has been to attract more and more tourists from
different parts of the world. Important component of smart
city is smart tourism [12]. Smart tourism refers to the ap-
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plication of information and communication technology,
such similar to the smart cities, for developing innovative
tools and approaches to improve tourism [13, 14].

Tourism ecosystem coversa range of activities such as
travel, transport, accommodation, food, recreation on land
and water, culture or nature. Directly and indirectly, it con-
tributes close to 10% to EU GDP and has made the EU the
world’s leading tourism destination, with 563 million in-
ternational arrivals and 30% of global receipts in 2018.

The Treaty on the Functioning of the European Union
(“TFEU”) outlines the Union’s competences in this field
(Title XXII Tourism, Article195), specifying that EU mea-
sures to support, coordinate or supplement the actions of
the Member States shall be especially aimed at: a) en-
couraging the creation of a favourable environment for the
development of undertakings in this sector; b) promoting
cooperation between the Member States, particularly by
the exchange of good practices [15].

Digital technology is changing people’s lives. The
EU’s digital strategy aims to make this transformation
work for people and businesses, while helping to achieve
its target of a climate-neutral Europe by 2050. The Eu-
ropean Commission is determined to make this Europe’s
“Digital Decade” [1].

Smart tourism is understood as any public or pri-
vate actor of the tourism ecosystem facilitating access
to tourism and hospitality products and services through
making better use of data, innovative digital solutions
and new technologies, such as artificial intelligence,
blockchain, Internet of Things (IoT), communications sys-
tems, cyber security, etc. The overall objective of smart
tourism is to offer a more efficient, enhanced and more
customised tourism product or service, for the benefit of
all actors involved in its development and implementation
as well as of travelers and local communities [16].

According with five-year plan on smart tourism re-
leased The China National Tourism Administration, all 4A
and 5A-rated scenic spots in China are able to provide on-
line booking services, electronic tour guides and free Wi-
Fi to all tourists in 2020, tour buses, cruise ships and scenic
spots with large numbers of tourists will have real-time
monitoring systems set up to address security concerns,
digital technologies will be adopted to improve tourists’
experiences, from smart hotels offering check-in via mo-
bile devices to real-time collection of tourist data for tai-
loring personalized hotel or sightseeing services [17, 18].

A significant contribution to the development of scien-
tific approaches to the development of the tourism industry
and the search for effective ways to manage the industry
through the development of new marketing methods made
in [19–34] and others. However, modern approaches to the
management of the tourism industry, with the emergence
and development of new organizational forms of manage-
ment, are constantly changing.

Nowadays, multimedia methods and information tools
allow to create more and more ideas about specific travel
services. Some travel agencies see a chance to survive in
the market by transferring activities to the virtual world.
Undoubtedly, this is a way to increase the cluster of poten-
tial customers, but it will remain a dubious way to survive

for the travel services market, as it concerns only the type
of activity and not sales mechanisms [19–21].

However, customers often complain about the lack of
flexibility in their offers by virtual travel agencies. More
than 70% of respondents emphasize that there are restric-
tions imposed on them by sites that sell travel services, and
do not recommend using their offers. Thus, thanks to the
existence of the Internet, information about travel destina-
tions, for example, can be found more easily, in part, you
can choose providers of other services, including globally.
Currently, about one third of international tourist trips are
organized through the use of online resources, and half of
them also involve reservations through the online network
[32].

From the point of view of partial service providers,
the spread of Internet access opens up many opportunities:
new perspectives for action, better access to information,
more effective promotion and, finally, direct (cheaper)
contact with potential recipients. This allows you to get
feedback and respond more quickly to possible changes
in the market – that is, the tasks that were previously the
responsibility of travel agencies [33].

2 The main problems of the tourism
industry and areas for their solution

According to official statistics, tourism in Ukraine is about
3-4% of GDP, which is much lower than the international
average of 10%. However, the latest calculations of the
UN World Tourism Organization, UNWTO have deter-
mined this share at about 9% of Ukraine’s GDP.

Prior to the COVID-19 crisis, tourism in Ukraine was
improving after a significant decline due to the events of
2014. Kyiv, Odesa and Lviv were the most developed
tourist destinations in terms of the chain of value forma-
tion of tourist services, destination management and pop-
ularity for the vast majority of international tourists.

According to the State Statistics Service of Ukraine,
employment in the field of tourism, excluding the strong
transport sector and other components of the tourism econ-
omy, is 700-900 thousand jobs, which is the result of the
interaction of the accommodation and catering sector with
such industries as arts, entertainment and recreation. The
structure of subsidiary tourism accounts corresponds to the
structure of countries with similar tourism products, but
with a much lower share of catering in the overall struc-
ture. The transport and culture sector provides a relatively
higher level of contributions to Ukraine’s economy com-
pared to similar indicators in other countries. Tourism in
Ukraine has a high potential for development in products
such as weekend tours and business tourism, as well as in
the field of natural and cultural resources (tourism, rural
tourism, medical facilities/health centers).

With the help of smart technologies, you can really in-
fluence the form of the package, the choice of route, ser-
vice provider, the ability to collect discounts on loyalty
programs and, above all, independence in organizing the
trip.

The choice of target segments to address the priority
problems of the tourism industry of Ukraine in this study is
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proposed to perform using the methodology of factor anal-
ysis. The effective indicator will be the total cost of tours
sold by tour operators and travel agents (TCTS), which
must be maximized due to the identified reserves of its
growth based on a comparative analysis of statistics for
2018 and 2019.

Thus, the total cost of vouchers sold according to 2019,
in accordance with the areas of tourism, consisted of:

– the cost of vouchers sold to citizens of Ukraine for travel
within the country – 1186749,4 thousand UAH or 6,34%
of the volume of GRP, equal to 18726217,3 thousand
UAH;

– the cost of sold vouchers to citizens of Ukraine for travel
abroad – 17341997,2 thousand UAH or 92,61% of the
volume of TCTS;

– the cost of sold vouchers to foreigners for travel within
Ukraine – 197470,7 thousand UAH or 1,05% of the vol-
ume of TCTS.

As we can see, domestic tourism with the use of
tourism entities in Ukraine needs purposeful development.
The real volume of domestic tourism is much higher than
official statistics show.

The majority of the population, engaged in domestic
tourism, prefer to individually search for accommodation,
food, vehicles, sightseeing, etc., in order to reduce the cost
of recreation. It is not possible to take into account the
relevant tourist flows in the calculations. However, we will
try to calculate the impact of various factors on increasing
sales in the tourism industry.

3 Construction of a factor model for
assessing the prospects for the
development of the tourism industry

The cost of realized vouchers for each direction of tourist
activity depends on the corresponding volume of tourist
flow, or the number of tourists and the average cost of the
realized voucher. Thus, we will have:

TCTS =

3∑
i=1

(VTFi × ACTi) , (1)

where TCTS – the total cost of tours sold by tour operators
and travel agents in all areas of tourism, UAH;

VTFi – the volume of tourist flow in the i-th direction
of tourist activity, equal to the number of tourists, people;

ACTi – the average cost of a ticket for the i-th direction
of tourism.

The index i = 1 in formula 1 corresponds to the trav-
els of Ukrainian citizens within the country; and i = 2 –
abroad; and i = 3 – travel of foreigners in Ukraine.

According to the theory of economic analysis, when
constructing factor models of multiplicative or additive-
multiplicative type, the following rules must be observed:

1. The sequence of factors affects the final result of the
analysis. Therefore, in the model it is necessary to
place at first quantitative indicators, and then – qual-
itative. As can be seen, formula 1 corresponds to the
specified restriction.

2. If the factor model contains several quantitative or
qualitative indicators, then the sequence of their
placement depends on the level of subordination to
the performance indicator: first there must be fac-
tors of a higher level of subordination. As we can
see, model 1 consists of two factors of the first level
of subordination, so this rule is not relevant for it.

Further decomposition of the factor model 1 into com-
ponents is due to the qualitative indicator of GRP, which
requires consideration of the second rule:

ACTi = Ti × PTDi =

=

m∑
j=1

(
VTFSj,ij × Tij

)
×

m∑
j=1

(
TDSh,ij × PTDij

)
(2)

where Ti, PTDi – respectively, the average duration of the
tour and the average price of one day in tour in the i-th
direction of tourist activity;

Tij, PTDij, – respectively, the duration of the tour and
the price of one tour for the i-th direction of tourist activity
in the j-th region;

VTFSh,ij – the share of the volume of tourist flow of the
j-th region in the i-th direction of tourist activity in VTF;

TDSh,ij – the share of realized tourist days in the j-th
region in the i-th direction of tourist activity;

m – the number of regions for which the assessment is
performed.

Substituting formula 2 in 1, we obtain the final form
of the factor model of the total cost of vouchers sold in all
areas of tourism, taking into account regional changes in
tourist flows, duration of vouchers and price levels of one
tourist:

TCTS =

3∑
i=1

(VTFi × Ti × PTDi) =

=

m∑
i=1

(VTFi ×

m∑
j=1

(
VTFSj,ij × Tij

)
×

×

m∑
j=1

(TDSh,ij × PTDij)). (3)

To determine the influence of factors on the perfor-
mance in model 3 in this study used one of the methods
of deterministic factor analysis – the method of chain sub-
stitutions. The essence of this method is to consistently
replace the basic values of the factors of the level of 2018
with the actual values of 2019 with the subsequent calcu-
lation of the changes.

The results of the factor analysis of changes in the total
cost of sold vouchers in the areas of tourism are shown in
table 1.

The calculations allow us to analyze the changes in the
capacity of the market of tourist services in terms of indi-
vidual factors and areas of tourism. As you can see from
Table 1, during 2018-2019, the total cost of sold vouch-
ers increased by ∆TSCTS = 472228, 9 thousands of UAH
or 2,59%, all areas of tourism had an increase in market
capacity.
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Table 1. The results of factor analysis of changes in the total
cost of sold vouchers in the areas of tourism during 2018-2019,

thousand UAH

Change in
performance

∆TCTS
due to
factors

Directions of tourist activity

Total
changes
∆TCTS

Travels of citizens
of Ukraine Travels of

foreigners
within

Ukraine

Within
the

country
Abroad

∆TCTS 148109,6 251407,3 72712,0 47228,9
∆TCTSVTF 50687,2 1214068,0 17648,1 1282403,2
∆TCTSACTi 97422,4 -962660,7 55063,9 -810174,3
∆TCTSTi -155564,1 -1278001,1 -61141,8 -1494707,0

∆TCTSVTFSh,ij -116207,2 175084,4 -23561,5 35315,7
∆TCTSTij -39356,9 -1453085,6 -37580,2 -1530022,7

∆TCTSPTDi 252986,5 315340,5 116205,7 684532,7
∆TCTSTDSh,ij 192696,9 -58958,7 10549,8 144288,0

These changes were due to two factors:
1. The volume of tourist flow, which in 2019 increased

by 149,101 people. The corresponding increase in market
capacity was equal to ∆TCTSVTF = 1282403, 2 thousands
of UAH. Moreover, only due to the growing number of
trips of Ukrainian citizens abroad, this figure increased by
∆TCTSVTF2 = 1214068, 0 thousands of UAH.

2. The average cost of sold vouchers, which during
2018-2019 decreased by UAH 319.5. from UAH 8,236.1.
up to UAH 7,916.6 per person. These changes had a neg-
ative impact on the capacity of the market of tourist ser-
vices, which decreased by TCTSACT = −810174, 3 thou-
sands of UAH. And, on directions of tourist activity the
specified situation is ambiguous:

– due to the travels of Ukrainian citizens within
the country, the market capacity increased by
TCTSACT1=97422, 4 thousands of UAH;

– due to the travel of Ukrainian citizens abroad, the cost
of vouchers sold tended to decrease significantly by
TCTSACT2 = −962660, 7 thousands of UAH, which is
negative;

– due to the travel of foreigners within Ukraine, the target
also increased by TCTSACT3 = −55063, 9 thousands of
UAH.

Thus, the generalized factor analysis using model 1
showed an increase in tourist activity of the population of
Ukraine with a simultaneous desire to minimize the cost of
recreation, primarily by reducing the cost of travel abroad.

The study of the factors that led to the reduction of
revenues of the tourism industry in previous periods is an
important step in finding reserves for its development in
the future. Therefore, the factor of the average cost of sold
vouchers is considered in more detail in model 2. The
corresponding analytical calculations are given in table 1,
indicate that:

1. The average cost of sold vouchers, which during
2018-2019 decreased by UAH 319,5 from UAH 8236,1.
up to UAH 7916,6 per person. These changes had a neg-
ative impact on the capacity of the market of tourist ser-

vices, which decreased by TCTST = −1494707, 0 thou-
sands of UAH. And, on directions of tourist activity the
specified situation is ambiguous:

– due to the travels of Ukrainian citizens within
the country, the market capacity increased by
TCTST2=−1278001, 1 thousands of UAH;

– due to the travel of foreigners within Ukraine, the target
also increased by TCTSPTD1 = 252986, 5 thousands of
UAH.

2. The average duration of vouchers during the study
period decreased in Ukraine from 4,70 to 4,29 days.
This led to a reduction in performance by TCTSPTD2 =

315340, 5 thousands of UAH. All, without exception, ar-
eas of tourism have reduced their income due to this factor.
The largest losses occurred due to travel of Ukrainian citi-
zens abroad, as TCTSPTD3 = 116205, 7 thousands of UAH.

3. The average price per day in 2019 tended to in-
crease:

– travel of citizens of Ukraine within the country – from
UAH 586,8 up to 745,8 UAH. As a result, the total cost
of sold vouchers increased by TCTSPTD = 684532, 7
thousands of UAH;

– travel of citizens of Ukraine abroad - from 2016,8 UAH
up to 2054,1 UAH;

– travel of foreigners within Ukraine – from UAH 720,6
up to 1751,1 UAH. This led to an increase in revenues
by TCTSVTFnT = 35315, 7 thousands of UAH.

Accordingly, the average price of one tour in Ukraine
as a whole increased from UAH 1752,3 up to UAH 1845,6.

Thus, the increase in ticket prices in 2019 did not lead
to a reduction in tourist traffic. However, the limited hol-
iday budget has led to a reduction in the average duration
of vouchers.

Regional structural changes in the volume of tourist
flow allowed the tourism industry of Ukraine to receive
additional income in the amount of thousands of UAH.
by redistributing the number of tourists from those areas
where the reduction in the average duration of trips was
the most significant, in favor of other areas where a similar
reduction was less noticeable.

4 Consequences of the pandemic and
measures to mitigate them

Tourism is one of the sectors of the world economy that
has suffered the most due to restrictions on movement (fig-
ure 1). Governments responded immediately to the need
to minimize the economic impact of the COVID-19 pan-
demic, based on two common approaches to managing the
situation: the first is to provide affordable credit lines for
business, and the second is to defer payment of debts and
taxes.

The issue of opening borders for the tourism sector is
still unclear. A number of tourism-oriented countries are
urging governments to open borders and provide technical
solutions that will allow for regular tourist visits. Because
decision-making balances economic factors with potential
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Figure 1. International tourist arrivals [35]

risks to human health, the measures taken by governments
can be divided into three main categories: ensuring a fair
balance between the protection of tourists and the inter-
ests of tourism workers; providing conditions for business
survival throughout the supply chain with a special focus
on SMEs; focusing on coordination mechanisms to better
address and support the recovery of the tourism sector.

Countries that have already overcome the peak of
COVID-19 are gradually lifting restrictions on business
and services, but with regard to tourism, it is recovering
locally. Under favorable conditions, it is assumed that the
next step in the recovery of the tourism industry will be the
opening of borders between neighboring countries, where
the situation is relatively similar (for example, Australia
and New Zealand, Thailand and China, etc.).

The European Commission has issued a number of rec-
ommendations for the opening of borders in two stages,
and the second stage is planned to lift all coronavirus-
related restrictions between member states. Regarding the
opening of the EU’s external borders to third-country na-
tionals (including Ukraine), the situation remains uncer-
tain.

In general, the losses of the tourism industry in
Ukraine are estimated at more than 1.5 billion dollars USA
[36]. Along with outbound tourism, domestic tourism also
suffered significant losses. The introduction of restrictive
measures has negatively affected the leisure and travel in-
dustry, as well as related industries – hotel and restaurant
business, transport (passenger traffic), retail, entertainment
and cultural institutions.

The Government of Ukraine continues to work to min-
imize the effects of the pandemic on the national economy
and has proposed a number of measures, both financial and
non-financial, aimed at mitigating the impact of these ef-
fects on public life, business and the economy. It was be
allocated UAH 4 billion to compensate for interest on ex-
isting loans for micro and small enterprises, as well as an

expanded program of available loans (5-7-9%); UAH 24
billion to provide loans with state investment guarantees;
UAH 1.6 billion in support of creative industries.

The deadline for payment of taxes on land, land rent
and real estate tax, which was due in April 2020, was ex-
tended to June 30, 2020, and similar taxes for March 2020
were abolished. Temporary unemployment benefits were
provided for those who lost their jobs as a result of the
COVID-19 pandemic, in the amount of two thirds of the
amount of wages for each reduced working hour, but not
more than the established minimum monthly wage (cur-
rently UAH 4,723 or € 150).

The government reorganized the Department of
Tourism and Resorts of the Ministry of Economy and
Trade of Ukraine and established the State Agency for
Tourism Development. Currently, efforts are aimed at
strengthening the position of the State Agency through hu-
man resources and financial support from the state budget.

A draft law was submitted to the Verkhovna Rada of
Ukraine, which provided for the exemption of tourism ser-
vice providers from VAT, payment of income tax and the
Single Social Contribution, payment of land tax and tax
on nonresidential real estate; cancellation of payment of
tourist tax; exemption from taxation when paying rent and
land use, tenants of state and public property.

On May 27, 2020, the Government of Ukraine ap-
proved a program to stimulate the economy to overcome
the effects of the COVID-19 epidemic. The program in-
cludes initiatives in the following areas: access to finance,
access to markets, deregulation, modernization and devel-
opment, access to infrastructure.

However Ukraine is still significantly behind in imple-
menting measures to support the tourism sector which se-
riously jeopardizes the industry’s competitiveness in the
global market during the projected recovery in 2021 [36].
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5 Conclusions

Thus, based on data from factor analysis and trends in
Ukraine’s tourism industry, traditionally the most effective
reserves for growth in tourism revenues was to increase
the average duration of trips, expanding the geography of
tourist destinations, including foreign ones. According to
the scenarios for this sector, the number of international
tourists could decrease by 58- 78%, leading to a decrease
in tourism revenues from $ 1.5 trillion. In such conditions,
domestic tourism, including informal tourism, is acquiring
new significance. Vodafone Ukraine noted a significant
increase in the number of subscribers on Ukrainian south-
ern resorts in summer 2020 compared to summer 2019:
Odessa, Mykolaiv and Kherson regions (by 30%); Kir-
ilivka resorts (by 55%); Berdyansk resorts (by 37%); Azov
resorts of the under-control part of Doneck region resorts
(by 100-170%). The calculation of real income from do-
mestic tourism is difficult due to the existing practice of
statistical accounting, as well as the fact that not all touris-
tic places pay a tourist tax, the bulk of domestic travel is
organized independently without contacting travel agen-
cies.

Smart technologies make people more flexibile in
touristic activities. New meaning and distribution acquire
also such alternative directions as smart tourism, stayca-
tion (day trip distance without overnight accommodation)
and workation (working vacation) that blends leisure and
productive time.

Workations is emerging as a popular engagement strat-
egy as collaboration tools and advancements in work-
place productivity technologies (laptops, project manage-
ment software, and teleconferencing) have made it easier
combine work and tourism to stay in the loop on work
while enjoying time off in remote locales. Organisation
and strategic communication of the European Commission
“Tourism and Transport for 2020 and beyond” involves fu-
ture investing in digital skills and promoting digital inno-
vation, as well as linking the tourism business and busi-
nesses to existing data spaces, technology providers, and
community actors at the local and regional levels. So mod-
eling the development of the tourism industry became in
the smart age of globalization through transnational co-
operation and capacity building in the touristic and non
touristic industries.

Digital technologies and smart tourism techniques can
help reduce the environmental impact of the travel and
tourism value chain and green the industry. Because of
the horizontal nature of tourism activities, effective sup-
port can actually generate sustainable jobs and growth for
the entire ecosystem, with positive impacts on countries
and local communities

The latest strategic communication from the European
Commission, Tourism and Transport 2020 and Beyond,
highlights the role of digital transformation and sustain-
ability. Both were cited as key elements of immediate re-
covery and long-term balanced development and growth
in tourism.

This includes investing in digital skills and stimulat-
ing digital innovation, as well as connecting tourism busi-

nesses and participants to existing data spaces, technology
providers, and government actors at the local and regional
level. As the Communiqué highlights, in this transition pe-
riod, small and medium-sized enterprises will need special
attention and assistance in understanding the benefits of
digital transformation and innovation in order to become
more resilient and competitive.
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Abstract. The important factor of business sustainability is human capital. In this regard, there is need to esti-
mate human potential, concerning the effectiveness of its management and commercialization probability. The
current research problem lays upon the human potential management and the possibility of its commercializa-
tion. The paper aims to provide scientific support on human potential and human capital theories, concerning
their connection within the system of a sustainable business development. The research methodology is based
on theoretical and methodological approaches of Ukrainian and foreign experts from the last ten years, reflect-
ing human capital and human potential concepts, taking into account business needs. The main part of research
highlights the special status of human potential, based on its specific characteristics, including network ef-
fects, the ability to convert human potential benefits into significant social and economic effects, hybrid and
multiplicative. The paper proposes a new methodological approach on technology for human potential com-
mercialization and management. Human potential commercialization measurement is offered as a new model
to assess the significance of human potential and its managerial effectiveness estimation. The study results can
be used within programs for sustainable and social business development. More extensive study is required to
prove the proposed methodological approach effectiveness within different sectors and branches.

1 Introduction

1.1 Research question

Nowadays, our society is under the influence of innova-
tion processes, which require its transformation into an in-
formation society. Thereby, the process of added value
formation is based on specific information and knowledge
resources, created by human beings. The human capi-
tal formation, development and management, along with
innovative transformations and human potential support,
are playing the strategically decisive role in ensuring eco-
nomic stabilization and social welfare.

The human development has received increased atten-
tion across a number of researches in recent years, because
traditional economic concepts based on obtaining the max-
imum possible benefits from limited resources, including
natural resources, labor and capital, are losing relevance.

One of the most significant current discussions in so-
cial and economic sciences concerns social progress as one
of the main objectives and driver of post-industrial society
growth. In particular, the enhancement of human poten-
tial is deeply connected with competitive business devel-
opment, causing a high level of social and economic devel-
opment. On the one hand, the rich human potential creates
the basis for dynamic growth and rapid business develop-
ment [1], providing a basis for high competitiveness and

∗e-mail: shkoda-tetiana@kneu.edu.ua
∗∗e-mail: iuliiagern@ukr.net
∗∗∗e-mail: mteplyuk@gmail.com
∗∗∗∗e-mail: iuliia88iuliia@gmail.com

further growth. On the other hand, the successful and sus-
tainable business creates the framework for the systematic
reproduction, promoting the positive dynamics of human
development. This shows the availability of a system of
direct and inverse relationships between human develop-
ment and business profitability.

Thereby, currently, successful business faces an urgent
need to increase its human resources along with more tra-
ditional material, financial, informational resources etc.
The above-mentioned combination has a pivotal role in
accomplishing the mission and strategic objectives around
which its entire activity revolves.

Thereby, to appreciate a business in an appropriate way
and its potential for further development, there is a need to
estimate its human, material, financial, and other potential.
Evidence suggests that the growing production capacity of
business is possible in case of using efficiently all means of
production that it possesses. Although technical progress
has substantially reduced human presence in a measure of
production processes, no economic process has been no-
ticed at any stage in the evolution of humanity that can
replace by human contribution. Thereby, human potential
involvement becomes more substantial, providing an im-
portant requirement to meet diverse economic and social
needs.

Thereby, the key factor of sustainable development of
a modern enterprise is not only the modernization of its
own production and updating of the scientific and tech-
nical base, but also the increase of competitiveness. The
search for ways to effectively develop the human capital
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of the organization is directly related to the management
quality. This is becoming especially important in the con-
text of the systemic social and economic crisis that is ob-
served in globally and in our country nowadays. This re-
quires fast decision-making, flexibility, efficiency in the
enterprise. Consolidation of resources and clear become
fundamentally important performing management func-
tions of the organization, which directly depend on the
quality policy of capitalization of all available organiza-
tional resources.

In light of recent trends of sustainable human devel-
opment, it is rather difficult to find studies that provide a
comparative analysis of indicators of both human poten-
tial and the system of its commercialization management.
Thus, the current study tends to highlight the tendencies
of human potential development within innovative soci-
ety, considering also its systematic management at busi-
ness level. The genesis of this thesis can be traced back
to the time the authors became interested in human capi-
tal and development, including methodological approach
to their estimation.

1.2 Previous researches

Several previous studies and international organizations
reports have found that human potential plays a signifi-
cant role in building business capacity and competitive-
ness both at the national level and globally.

A number of cross-sectional studies proved the exis-
tence of the concept of human development [2, 3].

There are numerous and varied approaches to provide
human potential definition. The conceptual studies of hu-
man potential are represented both at the macro and mi-
cro level. In accordance with the topic of current study,
the human potential concept is considered at the microeco-
nomic level. This contains the dynamic factor, represent-
ing working capacity, knowledge and potential for further
development. The study of the human resources at microe-
conomic level, conducted by Isaic-Maniu et al., reflects
labour as an active production factor. Thereby, to charac-
terize labour, the researchers define necessity to highlight
the following aspects, namely: volume, structure, dynam-
ics, movement and use of labour [4].

However, there are also another points of view on hu-
man potential essence and its managerial capacity. For in-
stance, the authors of the paper on entrepreneur strategies
consider the human potential as presentation of the total
number of employees that the company needs in order to
carry out its activities. The employees are considered as a
common factor, which has considerable impact on enter-
prise development. At the same time, human potential also
includes other members outside the unit, which through
the board of directors, consultants or other forms use a part
of the time budget for works and actions in the interest of
the respective organizations [5].

There is also a growing body of literature that recog-
nizes the importance of the following aspects analysis, in-
cluding: the size and structure of human resources as the
basis for an appropriate potential formation; the analysis
of human resource behavior as the static factor of human

potential development; analyzing the efficiency of human
resource growth and utilization as the dynamic factor of
human potential development. The above-mentioned as-
pects are considered at the microeconomic level [6].

Understanding the complexity of human potential
causes the widespread of researches on its main compo-
nents, including the use of knowledge and working capac-
ity. For instance, the fundamental concept of knowledge
use was considered by Hayek [7]. Machlup also stud-
ied human potential to show the particular importance of
information and knowledge [8]. Shumpeter defined hu-
man potential in the context of business development and
entrepreneur capacity growth [9]. Bell has examined the
role of human potential within post-industrial society [10].
Several studies of Porter have documented the influence of
human potential on social responsible business strategies
and its competitive advantages [11]. Existing research by
Castells recognizes the critical role played by human de-
velopment and potential in our information age [12].

A considerable amount of literature has been published
on fundamental aspects of attracting investment for human
development and potential [13]. In particular, such aspects
are considered within particular human development and
potential concepts. Factors found to be influencing human
capital and human potential development have been ex-
plored in several studies by Becker [14]. Data from several
studies of Mincer suggest that investment in human capi-
tal plays a significant role in income formation [15]. Re-
sults from studies of Schultz demonstrate a strong and con-
sistent association between investment in human potential
and social sector development [16]. Several attempts have
been made by Sharp to consider human potential as one of
important object for investment activity [17].

Experts from international and regional organizations
have made a significant contribution to the research and
development of a new paradigm of sustainable human de-
velopment and human potential. In particular, some parts
of above-identified problems have been reflected in: UN
programs [18] and reports (Transformation of our world:
Sustainable Development Agenda 2030 [19]; World In-
vestment Report 2017 [20]); NATO (The Shared Perspec-
tive of the World in 2030 and Beyond: Themes and Drivers
[21]; Multiple futures project – Navigating towards 2030
[22]); World Business Council for Sustainable Develop-
ment (WBCSD) (Vision-2050. The new agenda for busi-
ness.

The above-mentioned researches mostly consider the
nature of human development and human potential and
their influence on social and economic development.
However, there is still a rather little published researches
on possibility to combine the peculiarities of human po-
tential and studies on system of human potential manage-
ment. Thus, the chosen problem is of a significant scien-
tific interest nowadays.

1.3 The scientific problem

The scientific problem of this article lays upon the human
potential as a driver of sustainable economy development,
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concerning methodology on human potential commercial-
ization management. The hypothesis of the paper has both
theoretical and applied background, concerning the sys-
tematic approach on human potential management, ap-
pearing both in theoretical concepts and sustainable busi-
ness. This aims to activate sustainable human develop-
ment both at business and national levels.

The aim of the current study is to identify the so-
cial (human development) dimension of building a sys-
tematic approach to sustainable business process manage-
ment. The aim is specified in the form of tasks, includ-
ing the theoretical foundations of human potential concept,
providing theoretical and applied framework in human po-
tential commercialization management, assessment of ex-
isting experience and opportunities for further implemen-
tation of human potential commercialization management
ideas in the context of social responsible business and sus-
tainable national economy.

The object of the research is the human potential boost
for business activity that provide basis for its sustainable
development.

The subject is human potential commercialization
management, contributing the social and economic growth
of business, national economy and their global competi-
tiveness.

1.4 The research methodology

The research methodology is based on foreign and
Ukrainian scientific literature and statistical data analysis
(within the last ten years) to show a link between human
potential and effectiveness of its commercialization man-
agement. The primary data of international and Ukrainian
social responsible business development reports within
the last five years are reproduced to confirm appropriate
human potential trends. The methods of economic and
mathematic modelling and dynamics are used to consider
human potential effectiveness and its commercial nature.
A combination of quantitative and qualitative approaches
was used in the innovative methodology of building the
system of human potential commercialization analysis. In
particular, the theoretical framework of human potential
commercialization system is based on management tech-
nologies. The possibility of the system application is con-
sidered upon its beneficiaries’ requirements. This provides
robust evidence for consideration of human potential com-
mercialization management as a driver of sustainable busi-
ness development.

The scientific novelty of the methodology is as follows:
despite a large number of foreign and domestic approaches
to the measurement of human capital as a criterion of its
management, the issues of its measurement are incom-
plete, the indicators are contradictory, and therefore re-
quires further elaboration in order to create a universal and
integrated model. This research proposes a new method-
ology to provide the system of human potential commer-
cialization management.

Both the human potential development indicators and
indicators of its commercialization management are pre-
sented. On the one hand, this provides opportunity to de-

fine the role of human potential for business development.
On the other hand, this allows to estimate the possibility to
increase human potential by sustainable business entities.

1.5 The current research structure

The current research consists of the following parts:

• primarily, the theoretical and methodological frame-
work based on human potential concept and its manage-
rial background is considered;

• then, the distribution of institutions by levels of human
potential formation and commercialization is proposed;

• finally, the research conclusions on the value of com-
mercialized human potential are provided.

The research practical implication is that results can
be used within business strategies and sustainable devel-
opment models to accept social and economic challenges
both on business and national levels.

2 Main theoretical and methodological
assumptions of the research

2.1 The conceptual framework of human potential
sustainability

The widespread of human potential ideas within the works
of economists, as well as the relevant processes practical
implementation caused the necessity to build an appropri-
ate conceptual framework, considering the possible sus-
tainability and commercialization.

Sustainability is a manifestation of the state of a phe-
nomenon or process, which presupposes the existence of
equilibrium over a long period of time. At the same time,
sustainability is a manifestation of the result of the inter-
action of elements or certain components of the object.
Therefore, it is logical to assume that the basis of balanc-
ing a particular system are internal (endogenous) factors.
Accordingly, changes in parameters of sustainability under
the influence of destructive exogenous factors can be coun-
teracted by strengthening the system from the inside. Sus-
tainability is a systemic manifestation of a phenomenon
or process that reflects the ability of the research object to
function in conditions of external and internal influences
[2, 23].

At the same time, the probability of human potential
commercialization concerns meaning and manifestation
of “human development”, “human growth” and “human
progress”. The term “growth” is associated with the in-
dicator of national income per capita, the transition from
lower to higher quality. At the same time, “development”
is broader, because it involves covering various aspects of
the change process. In the context of human potential, at-
tention should be paid to the level of health and education,
quality of work and social stability, changes in the envi-
ronment. Development is defined as the process during
which changes occur, the transition from one state to an-
other, more perfect; transition from the old qualitative state
to the new, from simple to complex, from lower to higher.
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The above-mentioned definition of development includes
processes that improve the objects of research that may
be associated with it [24]. “Progress” involves progres-
sive development, and “modernization” characterizes the
dynamic aspect of development, providing a kind of mod-
ifications (figure 1).

Figure 1. Schematic correlation of human potential parameters

The range of research on above-mentioned questions
is reflected in the work of UNDP experts. The relevant an-
alytical findings were primarily summarized in the Global
Report on Human Development in 1990 [25].

According to UNDP experts, human potential consid-
ers a process that allows people to make more choices.
In principle, this choice is likely to be endless and will
change over time. However, at all levels of development,
key aspects of human potential create opportunities to live
healthy lives, acquire knowledge and access the resources
needed to ensure a decent standard of living. If such op-
portunities are not available, the person will not have ac-
cess to other opportunities, concerning the possibilities of
commercialization.

2.2 The system of human potential management
commercialization

In the context of business management, the available prac-
tical experience indicates the need to provide mandatory
procedures for the commercialization of human potential
and its transformation into human capital as a newly cre-
ated added value. This may also be confirmed by the re-
sults of a sociological study on the prospects for the com-
mercialization of human potential.

Therefore, we propose to manage the commercializa-
tion of human potential in accordance with the technology
shown within figure 2.

One of the important system-forming components in
the organizational and economic mechanism of strategic
management of human capital is the functional component
of the management of commercialization of human poten-
tial (figure 3).

Figure 2. Technology for managing the commercialization of
human potential

In our opinion, it is expedient to apply a system-
synergetic scientific approach to its construction. Its sys-
temic component involves the use of a set of organiza-
tional structures, forms and methods of management, le-
gal norms that allow the implementation of economic laws
and the process of commercialization of human potential.

The implementation of the system-synergetic ap-
proach requires the establishment of links between the
components in the organizational and economic mecha-
nism of human capital strategic management, which pro-
vides the coordinated interaction of the main subsystems,
namely:

• the control subsystem provides expertise on a resonant
managerial influence according to the goals and prin-
ciples of operation, as it is the subject of management,
which is the most mobile and flexible element of the sys-
tem. The supporting subsystem is also included in the
framework of the control subsystem, within which the
normative-legal, information-methodical and method-
ological support is carried out;

• managed subsystem is a managerial object that im-
plements organizational and managerial, economic and
socio-psychological relations. A regulatory-analytical
subsystem is also included in the managed subsystem,
which establishes a correspondence between the goals
and results for the implementation of feedback between
the subsystems.

Supply and regulatory and analytical subsystems are
tools for the influence of the control subsystem on the
managed subsystem. This provides a distinction between
internal mechanisms of integrity and mechanisms of inter-
action with the external environment. At the same time,
the inverse effect of the controlled subsystem on the con-
trol subsystem in the form of transmission of certain infor-
mation.
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Figure 3. System for commercialization of human potential management

3 Research results

3.1 The conceptual framework of human potential
sustainability

Determining the connection between human capital and
human potential is an important practical aspect for busi-
ness development, considering its competitiveness and
sustainable development at regional and national levels
(figure 4).

The element-by-element division of human potential
and human capital created the possibility to be carried out
on the basis of institutional economic theory. The theo-
retical background of this part of research lays in works
of such Ukrainian scientists as Grishnova [26], who asso-
ciates human capital at the microeconomic level with the
production and commercial capital of the enterprise, as the
source of profit is all types of capital; and Nikolaichuk
[27], who considers the problem of human potential com-
mercialization, its conversion into the human capital.

The problem of the relationship between the owner
and the exploiter of human capital is both important for
researchers and practical application within business enti-
ties.

Thereby, the human potential commercialization pro-
vides the boost for personal development, business ef-
fectiveness increase and national economy sustainability.
Thus, there is a practical need of human potential com-
mercialization measurement.

3.2 Human potential commercialization
measurement and its managerial effectiveness

The strategic concepts of human potential development
and human capital increase provide evidence that the re-
sult of the commercialization of human potential is human
capital in the form of added value. In this case, a realis-
tic relationship emerges, namely: the value added increase
causes the higher intensity of human capital growth (fig-
ure 5).
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Figure 4. Distribution of institutions by levels of formation and commercialization of human potential

To calculate the value of commercialized human po-
tential, it is necessary to use the technique of determining
future value, based on the logic of complex interest (fig-
ure 5). This represents a geometric relationship between
the initial cost of human potential suitable for commercial
use, interest rate and accumulation period:

FVchp = Vchp ∗ (1 + r)n. (1)

FVchp – the future value of commercialized human po-
tential;

Vchp – the initial cost of human potential suitable for
commercial use;

r – interest rate or discount rate;

n – the number of interest accrual periods.

To make the appropriate calculations according to the
above-mentioned formula, it is necessary to determine the
amount of human potential suitable for commercial use
and the interest rate. It is proposed to calculate the ini-
tial cost of human resources suitable for commercial use,
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Figure 5. Increase in the principal amount of commercialized
human potential as a share of human capital of employees hired
during the last year

based on the use of the cost method according to the fol-
lowing algorithm:

1. First stage

The cost of developing human potential suitable for
commercial use is determined:

Cchp = (ChP + CPerson) ∗ (1 + (P/100)) ∗ Kc f . (2)

where ChP is the cost of developing human potential suit-
able for commercial use;

CPerson – staff costs;
P – labor profitability;
Kc f – conversion factor, by which the time costs are re-

duced to a single point in time (adjusted costs for the value
of the labor price index (wages) on the date of assessment.
The coefficient should be determined by formula (3).

Kc f = Wmb/Wms f e. (3)

where Wmb – an average monthly salary of full-time em-
ployees by enterprise / business segment;

Wms – the average monthly salary in the equivalent of
full employment.

2. Second stage

The value of the coefficient is taken into account, consider-
ing the degree of frequency of human potential use (KHpF)
that is suitable for commercial use during the first year of
operation:

KHpF = 1 − (TA/TN). (4)

where TA – actual working time fund;
TN – nominal fund of working time.

3. Third stage

The final cost of human potential suitable for commer-
cial use is calculated in the following way:

Vchp = Kc f ∗ KHpF . (5)

The results of the authors’ calculations according to
the proposed algorithm at the example of air transport en-
terprises are represented in table 1 [28].

Based on the data of table 1, the authors should admit
that the lower is labor profitability, then the higher is the
amount of the cost of developing human potential suitable
for commercial use. To determine the discount rate, it is
proposed to adapt the formula of the weighted average cost
of capital to the needs of our study [29]. The adaptation is
possible on the basis that we determine the share of human
capital of employees hired during the last year.

Thus, for the cash flow of all human capital, a discount
rate is applied equal to the sum of weighted rates of return
on equity and borrowed human capital, where the weight
is the share of equity and borrowed human capital in the
structure of human capital. This discount rate is called the
weighted average cost of human capital (WACHC).

The weighted average cost of human capital is calcu-
lated by the following formula:

WACHC = khc f t · (1 − tw1) · whc f t+

+(khcpt · (1 − tw2) · whcpt + khcc · (1 − tw3) · whcc+

+khcl · (1 − tw4) · whcl) (6)

where khc f t – the cost of human capital;
tw1 – the amount of tax rates withheld from the salaries

of key employees;
whc f t – share of own human capital in the structure of

human capital;
khcpt – the cost of attracting human capital from exter-

nal partners;
tw2 – the amount of tax rates withheld from the salaries

of external part-timers;
whcpt – specific share of attracted human capital of ex-

ternal part-timers;
khcc – the cost of attracting borrowed human capital

under civil law contracts;
tw2 – the amount of tax rates withheld from wages un-

der civil law contracts;
whcc – specific share of attracted human capital under

civil law contracts in the structure of human capital;
khcl – the cost of attracting borrowed human capital

under leasing agreements;
tw3 – the average interest paid by the lessee to the lessor

under leasing agreements;
whcl – specific share of attracted human capital under

leasing agreements.
In contrast to the classical formula of the weighted av-

erage cost of capital [29], in the proposed version of the
formula for the weighted average cost of human capital,
it is proposed to apply multipliers of tax rates withheld
from the salaries of key employees, part-time employees
and those working under civil law contracts. This mul-
tiplier is of great importance for the part of the attracted
human capital, which works under leasing contracts, be-
cause there the lessee pays interest for the provision of
leasing services to the lessor.

We believe that the scientific basis for the division of
human capital into own and involved ones is the so-called
“shamrock theory” of Charles Handy [30]. The scientist
presented the organization in the form of a shamrock, the
first leaf of which consists of key employees, the second
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Table 1. Calculations according to the proposed algorithm at the example of air transport enterprises

Indicator Year
2013 2014 2015 2016 2017 2018

Net Income 115056,8 61492,8 102152,9 73093,46 54303,81 35514,15
Total average number of em-
ployees, persons

14167 12731 13540 15789 16100 16410

Total amount of labor costs,
thousand UAH

268267,1 729970,4 389582,6 588721,58 646796,65 704871,73

Total salary fund (full-time
and part-time employees)

1217366,7 1065527,0 1561911,3 1699528,38 1827792,78 1956057,18

Nominal fund of working time
(TA)

17491943 14133377 13461641 15437586 14085205 12732824

Actual working time fund
(TN)

15277142 11874427 11530893 13095421 11864246 10633070

Average monthly salary in
the equivalent of full employ-
ment, UAH (Wms)

5205,23 7023,6 7655,69 8087,15 8762,29 9437,42

Average monthly salary of
full-time employees by enter-
prise / business segment, UAH
(Wmb)

4538,88 6393,9 6983,62 7319,68 7909,69 8499,71

Kc f 0,8720 0,9103 0,9122 0,9051 0,9027 0,9006
Labor profitability (P) 0,43 0,08 0,26 0,12 0,08 0,05
KHpF 0,8734 0,8402 0,8566 0,8483 0,8423 0,8351
Cchp 1301005,72 1635899,22 1784845,95 2073665,95 2235680,30 2397742,68

– external contractors, and the third – temporary and part-
time employees. Kravchenko refers to the attracted hu-
man capital that part of which is involved for performance
of one-time or special works, and also - human capital of
external part-timers [31].

Therefore, there is a need to apply the formulas of such
indicators as equity and borrowed human capital. Thereby,
the formula for calculating equity [32] will be adopted in
the following way:

BownHC = NIe/pm (7)

where NIe – the amount of net profit per employee;
pm – market price of one employee1.
It is proposed to calculate the amount of attracted hu-

man capital taking into account the number of employees
working under civil law contracts and on lease terms.

Moreover, the proposed formula makes it possible to
calculate the invested human capital, as well as to offer
another option for calculating the economic value added
of human capital. Today, the classical formula given by
Fitzenz [33] makes it possible to determine how much eco-
nomic added value of the organization accounts for the av-
erage amount of labor spent to obtain the result.

The return on assets of human capital can be calcu-
lated by the formula of the ratio of profit of the enterprise
and invested human capital. This formula is very close to
the formula of return on investment in human capital [34],
which Zakharova defines through the ratio of net profit of
the enterprise and the amount of funds that were invested

1under the market price of one employee, we mean the salary of one
employee, the cost of hiring, training, etc.

in human capital for a certain period. However, the values
for the calculation in both variants are different.

Thus, the economic added value of human capital is
proposed to be calculated in the following way:

EVAHC = (PAHC −CBHC) ∗ KHC (8)

where EVAHC – economic added value of human capital;
PAHC – return on assets, human capital;
CBHC – invested human capital (asset value human

capital).
Since we consider human capital as an asset of the en-

terprise, it is important to note that by European standards
it belongs to intangible assets and includes: personal good-
will; skilled and assembled employees; lease agreements;
favorable employment contracts; know-how, inseparable
from the person [35].

In general, the established method of assessing hu-
man capital as a result of commercialization of human
potential of the enterprise is considered one of the in-
novative approaches to the implementation of the socio-
commercialization component of human capital of enter-
prises. It is proposed by the authors for practical imple-
mentation on the example of enterprises.

3.3 Human potential of business development in
Ukraine

Social responsible business is considered as the business
with the highest probability of human potential commer-
cialization in Ukraine. In accordance with applied re-
searches of Ukrainian analytics, the main driver for the
corporate social development policy implementation is
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moral consideration and – according to representatives of
the companies – the main barrier for non-implementation
of the CSR policy is lack of financial resources, volatile
political situation in the country, inadequate legal frame-
work which would encourage this activity, and tax pres-
sure [36].

However, 76% of business representatives are consid-
ering their social responsibility as the policy for develop-
ment and improvement of conditions for staff. A rather
significant part of companies concerns the reason of so-
cial responsibility as assistance for loyalty of staff increase
(figure 6) [28, 36–39].

Figure 6. The reasons to develop the social responsible business

Almost half of the Ukrainian companies provide their
employees with an opportunity to work under flexible
working schedules and implement professional develop-
ment programs. Salary rise, payment of declared salary
and bonuses are also considered as social responsible prac-
tices, concerning labor relations (figure 7) [28, 36–39].

Figure 7. The meaning of social responsibility

This provides the background for human potential in-
crease in our country, increasing also the probability of its
commercialization.

4 Conclusions
Given all that has been mentioned so far, one may state
that human potential is getting growing importance within
business sustainable development. The primary analytical
research of social responsible statistics shows the increas-
ing trends of business staff support, increasing the proba-
bility of human potential commercialization.

At the same time, the study results show the lack of
methodological basis on human potential and human cap-
ital research, considering a reflection of interrelations be-
tween them. Thereby, the commercialization criteria are
chosen as the most appropriate for possible comparison.
For measuring the concentration of efforts for increasing
effectiveness of commercialized human potential, the the-
oretical basis should be appropriate for its practical imple-
mentation to increase business activity.

It has been conclusively shown that the effective man-
agement of the human potential cannot be achieved with-
out establishing the effective use of the human resources
and its appropriate measurement. A new approach of hu-
man potential measurement clarifies what indicators can
be considered to precisely measure more accurate human
capital. On the basis of the results of quantitate and
qualitative methods analysis, it can be concluded that the
weighted average cost of human capital is calculated tak-
ing into account the multipliers of tax rates withheld from
the salaries of key employees, part-time employees and
those working under civil law contracts. Collecting vari-
ous quantitative and qualitative data will allow for better
control and use of human potential, because the effective
manager should know the whole potential of employees.

There is an urgent need to concentrate more efforts on
the human potential commercialization by Ukrainian busi-
ness. Thereby, the study results can be used by the busi-
ness structures to provide managerial and financial support
for human potential commercialization in part of the com-
pany staff support, stimulating its capacity growth.

In particular, the Ukrainian business stakeholders tend
to pay attention on the following activities:

• stimulating the development of human potential and
human capital, considering also their management and
commercialization, in the works of Ukrainian scientists;

• creation of a centralized system of informing the na-
tional business entities and investors regarding the hu-
man potential development advantages;

• intensification of cooperation between public and pri-
vate companies, who are ready to support human poten-
tial development both at business and national levels.

The essence of human potential is both applied and
theoretical question. Despite there is already a measure of
researches on human potential, experts still have a lack of
information on some applied aspects, including:

• a measure of long-term results from human potential
commercialization;

• lack of information on successful human potential and
human capital development practises;

• lack of human capital and human potential statistic both
at business and national levels.

Thereby, there is a need for further research, consid-
ering human potential commercialization and its practical
implication within modern society. Thus, this is the sub-
ject for future researches.
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Global migration processes analysis and modelling of migration attractive-
ness of countries through fuzzy logic
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Abstract. The article deals with the analysis the current state of migration in the context of globalization and
identifies the most important corridors for the labour movement. The main donor countries of migrants are
developing countries, with low socio-economic indicators, difficult environmental conditions and high levels of
poverty. According to forecasts, the most migratory flows will take place in the countries of North America and
in Europe, which is due to rising trends in unemployment in the countries of the “third world” and the demand
for cheap labour, changes in the structure of the economies of developed countries, changes in labour market
demand. The main world regional corridors in 1990–2019 have been identified through statistical analysis.
And their growing and declining trends. The need to use economic and mathematical modelling techniques to
analyse and determine the migration attractiveness of recipient countries in an uncertain environment has been
substantiated. It has been shown that fuzzy logic tools are the most effective in this case. Based on the results of
the simulation using the Mamdani method, the world’s attractiveness rating for migration is calculated, which
with a “high” thermo leads such countries as Italy, France, United Arab Emirates. The findings suggest that
migrants are attracted by countries with the lowest inflation rates, high and average GDP per capita and average
or low taxation levels.

1 Introduction

Since the 19th century, international labour migration has
been the subject of scientific research in various fields.
Since the late 1980s and early 1990s, population migra-
tion as a social and economic phenomenon has become
particularly relevant and global in the context of the devel-
opment of integration processes which have led to a sig-
nificant labour movement. Today, migration is character-
ized by the permanence of territorial flows and the diver-
sity of expression forms. Changes in migration flows are
mainly reflected in population growth, territorial move-
ments and the emergence of new types of migration move-
ments. Migration processes have a decisive impact on the
socio-economic development of countries and regions as a
whole.

By D. Massey [1] the period of post-industrial migra-
tion (since the mid-1960s) has been associated with its
emergence as a global phenomenon cause of the number
and diversity of donor and recipient countries dramatically
increasing. Developing countries, third world countries,
have intercepted the baton of dominant donors of migrants.

∗e-mail: abdanilchuk@gmail.com
∗∗e-mail: liubovkibalnyk@gmail.com
∗∗∗e-mail: kovtun.oa71@gmail.com
∗∗∗∗e-mail: Pursky_O@ukr.net
†e-mail: zenstach@wp.pl

The main flows of migrants were from industrialized coun-
tries to post-industrial ones.

The second wave of globalization (from about 1950-s
to 1980-s) led to the migration movement from less de-
veloped countries (Afghanistan, Pakistan, India, Vietnam,
Morocco, Egypt, Turkey, etc.) to more developed West
and East countries (Europe, USA, Canada, Japan, etc.).
Most migrants were low-skilled workers, employed under
temporary employment programmes. In the early 1980s
such Asian countries as Korea, Taiwan, Hong Kong, Sin-
gapore, Malaysia and Thailand experienced migration.

During the second and the beginning of the third wave
of globalization, along with the traditional countries of im-
migration like the United States, Canada, and Australia,
some European countries (Germany, France, etc.) began
to accept migrants actively. During that period, the num-
ber of migrants in the world rose sharply. From 1970-s to
1980-s there were 82 million people migrants and, in 1980,
there were 99 million people. Over the next 10 years, the
number of international migrants increased by 56 million
people [2].

Recently, many scholars believe that the end of the
twentieth and the beginning of the twenty-first century is
a phase of unprecedented international migration. How-
ever, other researchers, notably M. J. Miller and S. Castles
refers to this assumption as a “myth”, as the number of mi-
grants in the world is growing, but their share in the world
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population does not exceed 2-3 % in the history of migra-
tion [3]. More than a century ago, during the period of
mass migration to the New World, the share of migrants in
the world did not exceed 3 % of the world’s population, so
authors [4] refer to the opinion of M. J. Miller and S. Cas-
tles about false migration. It should be noted, however,
that the scale of international migration in recent decades
has never been greater in the history of human develop-
ment.

In our view, international migration should be seen as a
widespread socio-economic process with many causes and
consequences, playing a significant role in the economic,
inter-ethnic and demographic changes in the development
of communities and society as a whole. It have a projec-
tion in the social, political and cultural life.

Considering the relationship between socio-economic
and migration processes, it is necessary to take into ac-
count the theory of factors that are the causes of “repul-
sion” or “attraction”. The theory of factors of “attraction –
repulsion” was developed by E. Ravenstein [5], who for-
mulated the “Laws of migration” on the basis of census
data in England and Wales at 19th century. E. Raven-
stein concluded that migration can be explained by factors
of “attraction – repulsion” and unfavourable conditions in
one region (strict legislation, excessive taxes, etc.), “dis-
place” people from their residence place as well as favor-
able conditions created in other regions, which “attract”
them.

E. Ravenstein divided all the factors of migration into
internal (push factors) and external (pull factors), which
can be divided into five groups, namely: economic, so-
cial, cultural, political and environmental. Among the eco-
nomic factors, it is worth mentioning, first of all, the level
of wages, the quality of life, the level of unemployment,
the stability of economic development and the type of tax
system.

The migration laws formulated by E. Ravenstein were
as follows: the main reason for migration is better con-
ditions in another locality than in the one where the per-
son lives; the extent of migration decreases with increasing
distance; migration often occurs in several stages; popula-
tion migration is two-way; people’s mobility is determined
by their personal characteristics (gender, age, social class,
etc.).

Also, the density and volume of migration flows are in-
fluenced by the structural changes that occur in social and
economic systems related to the cyclicality of the econ-
omy, the technological transition and the mismatch of re-
quests (needs) of the National Labour Market Structure for
Highly Qualified Professionals [6].

Consequently, the impact of migration processes on
the social and economic development of certain regions,
countries and their associations is beyond doubt, and sci-
entists and public administrators need to have tools, which
would make it possible to develop effective employment
policies, to identify possible losses, imbalances and prof-
its for the State from migration flows, to form social pack-
ages of support for forced migrants, to improve migration
policies etc.

In view of the above, the issues of modelling and fore-
casting migration flows in the face of globalization chal-
lenges are of particular relevance. Considerable attention
is paid to the outlined scientific problem in the research of
foreign and domestic scientists. Thus, in the work of [7]
using the simulation method, namely system dynamics, a
system of causal relationships has been constructed, and
the main factors influencing the decision of individuals to
travel abroad have been identified. In the proposed model
two feedback loops are presented, one of them reinforcing
(reinforcing loop) and the other – counteracting (counter-
acting loop). It is the counteracting loop that allows the
system after numerous iterations, occurring continuously
dynamically in each period, to reach a balance.

Econometric methods and models, namely regression
analysis methods, are the most commonly used in studies
on migration processes at the regional and national levels.
This method is the basis for forecasting and for studying
the impact of various objective factors on the dynamics
and volumes of migration flows. In scientific researches
[8, 9] in constructing regression models, it has been proved
that the main factors influencing migration processes are
the index of average wages, GDP per capita, labour de-
mand, employment and unemployment, Provision of so-
cial benefits, employers’ need for workers to replace va-
cant jobs.

In [10] an approach is proposed for modeling the busi-
ness climate of countries using the taxonomy method. The
resulting model can be used to increase the choice of influ-
encing factors when modeling the attractiveness of coun-
tries for migrants.

The authors [11] investigate the possibilities of ap-
plying machine learning methods to modeling macroe-
conomic indicators which have impact on migration pro-
cesses.

Also in the research [12] the authors applied the
method of statistical spatial modelling, taking into account
heterogeneous influences on migration flows, visualized
the spatial distribution of net migration, indexes of the in-
ternal and external flows among the municipalities of the
Brazilian Amazon. The authors have shown that the se-
lected variables demonstrate spatial relationships, and spa-
tial regression models provide more accurate estimates of
the indexes by including autoregression with spatial lag.

In some researches [13, 14] authors use a cluster anal-
ysis to study migration flows, the results of which con-
firm that the development of individual regions (countries)
is uneven and asymmetrical in terms of the main indica-
tors of labour migration, as well as being the basis for the
search for cluster convergence directions.

In the research [15] the author applies web-based anal-
ysis techniques to research international migration flows
when the network is seen as a set of nodes (countries)
and arcs with some directions. The migration process is
viewed as a socio-spatial network that has a set of nodes
located in a geographical space and interconnected ribs of
arcs with a certain length. This method allowed the au-
thor to identify certain patterns of international migration
(asymmetric and reciprocal) and migration clusters.
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Through the dynamic multi-factor model based on the
assumptions of the theory of positional games, the authors
of the study [16] carried out a prediction of the migration
behaviour of the individual depending on the economic sit-
uation. The impact of migration on the socio-economic
development of the recipient country through the Cobb-
Douglas production function is also assessed.

Using the agent modelling methodology, the authors
of other research [17] proved that it is a reliable method
of modelling autonomous human behaviour in migration
decisions, taking into account not only socio-economic in-
fluences but also environmental ones.

It is also suggested that agent models should be applied
in situations where human behaviour needs to be investi-
gated in conflict situations affecting migration decisions –
internally displaced persons, refugees, undocumented mi-
grants [18]. This concept makes it possible to construct
adequate models of the movement of forced migrants and
to forecast their likely places of residence, which will en-
able the public authorities of the State to deal effectively
and in a timely manner with the problems of housing and
social guarantees, employment and so on.

Using the structural vector autoregression and the es-
timated model of the dynamic stochastic general equilib-
rium (DSGE) of a small open economy, the authors of the
research [19] conclude that migration shocks have a sig-
nificant impact on the volatility of GDP per capita, to re-
place investment income per capita as well as investment
housing and housing.

In summary, contemporary globalization processes
have led to the emergence of a new pattern of historical mi-
gratory movements and flows, which has led to the emer-
gence of new mega trends. Therefore, traditional methods
of analysis and modelling do not always allow for an ade-
quate assessment and forecasting of these processes, hence
the need to apply fuzzy logic methodology, that would al-
low ranking countries according to their migration attrac-
tiveness in an uncertain environment.

2 Research methods

As noted above, it is useful to use a fuzzy inference engine
in the form of a fuzzy set, which corresponds to the cur-
rent values of the input variables, using fuzzy knowledge
base and fuzzy operations, to assess migration processes.
Fuzzy sets theory is used specifically to solve problems in
which the input data is unreliable and poorly formalised.
Currently, fuzzy logic is used in the construction of neural
networks, genetic algorithms, and the design of fuzzy sys-
tems. Fuzzy logic provides effective means of representa-
tion of uncertainty and inaccuracies of the real world, and
the presence of mathematical means of representation of
uncertainty of input information makes it possible to con-
struct models corresponding to realities [20].

The foundations of the fuzzy sets theory of and fuzzy
logic were laid in the 1960s by Lutfi A. Zadeh [21].
Thanks to this research a new scientific branch has ap-
peared, which received the name “fuzzy logic”. His work
laid the foundations for the approximate human reason-
ing modeling and gave impetus to the development of a

new mathematical theory. L. Zadeh introduced the term
“fuzzy set”, suggesting that the ownership function can
accept any value within [0; 1] not just the values of 0 or
1. Also, a series of operations on fuzzy sets has been de-
fined and a generalization of known methods of logical
inference has been proposed by introducing the notion of
a linguistic variable.

A fuzzy inference engine used in expert and
knowledge-based management systems, established sub-
ject matter experts or learning neural networks. In turn,
the training set of networks is based on experimental data
as a set of fuzzy predicate rules of the form:

Rule 1: if x ∈ A1, than y ∈ B1,
Rule 2: if x ∈ A2, than y ∈ B2,
. . .
Rule N: if x ∈ An, than y ∈ Bn,

where x – input variable, y – output variable, A and B –
membership functions defined accordingly x and y.

Expert A→ B knowledge, reflecting the unclear causal
relationship between input and output, is called fuzzy con-
nections R:

R = A→ B, (1)

where “→” is called fuzzy implication.
The relation R can be seen as a fuzzy subset of a direct

product X×Y of a complete set of assumptions X and in-
ferences Y . Thus, the process of obtaining a fuzzy output
B′ with observation A′ and knowledge A B represented as
follows:

B′ = A′ · R = A′ · (A→ B), (2)

where “·” – convolution operation [22].
Fuzzy inference algorithms differ in the type of rules,

logical operations, and dephasation methods. The most
common modifications to the fuzzy inference algorithm
are the Mamdani and Sugeno algorithms. The main differ-
ence between the two is the way the values of the output
variable in the rules are specified, and the knowledge base.
In Mamdani-type systems, the values of the input variables
are given by fuzzy terms, in Sugeno-type systems it is as a
linear combination of the input variables. For tasks where
identification is more important, it is useful to use Sugeno
algorithm, and for tasks where explanation and justifica-
tion are more important, Mamdani algorithm will have the
advantage.

Mamdani algorithm was one of the first to be used in
fuzzy output systems [23]. Formally, Mamdani algorithm
can be defined as follows.

Let the knowledge base contain only two fuzzy rules
of the kind:

Rule 1: if x ∈ A1 and y ∈ B1, than z ∈ C1,
Rule 2: if x ∈ A2 and y ∈ B2, than z ∈ C2,

where x, y – names of the input variables, z – name of the
output variable, A1, A2, B1, B2, C1, C2 – some fuzzy sets,
assigned by membership functions µA1 (x), µA2 (x), µB1 (y),
µB2 (y), µC1 (z), µC2 (z), the precise value of z0 should be
determined on the basis of the information given and the
clear values x0, y0.
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The operation of implication of fuzzy sets consists of
the following four steps:

1. Fuzziness: The degrees µA1 (x0), µA2 (x0), µB1 (y0),
µB2 (y0) of each premise of each rule. The owner-
ship functions defined on the input variables apply
to their actual values to determine the degree of truth
of each premise of each rule.

2. Fuzzy inference: there are “cut” level for the as-
sumptions of each of the rules (using min opera-
tion). The calculated meaning of truth for the as-
sumptions of each rule applies to the conclusions of
each rule. This results force one fuzzy subset that
will be assigned to each output variable for each
rule.

α1 = µA1 (x0)∩ µB1 (y0), α2 = µA2 (x0)∩ µB2 (y0), (3)

where “∩” is the operation of the logical minimum
(min).

Then there are “cut” membership functions:

µ′C1
(z) = (α1 ∩ µC1 (z)), µ′C2

(z) = (α2 ∩ µC2 (z)). (4)

3. Composition: using the maximum transaction (max,
designated as “∪”) to find the found cut functions.
Result is the resulting fuzzy subset for the output
variable with the membership function:

µε(x) = µC(z) = µ′C1
(z) ∪ µ′C2

(z) (5)

4. Clarity (to find z0) by centroid method:

y = z0 =
α1z∗1 + α2z∗2
α1 + α2

(6)

where “ω” – function domain of µΣ(x) [22].

3 Results and discussions

The United Nations estimates the number of international
migrants in 2019. It has reached 272 million people. Con-
sider the structure and trends of global labour migration
processes from 1990 to 2019 (table 1), using the geograph-
ical topic [24]. In 2019, more than half of all international
migrants lived in North America (82.3 million people) and
Europe (59 million people). North Africa and West Asia
ranks third with the largest number of international mi-
grants (49 million people), Sub-Saharan Africa (24 mil-
lion people), Central and South Asia (20 million people),
and East and South-East Asia (18 million people). Latin
America and the Caribbean (12 million people) and Ocea-
nia (9 million people) recorded low numbers of interna-
tional migrants. Through the indexes of the average abso-
lute increase we generated the forecast for 2025 and 2030
(table 1).

There is an upward trend in international labour migra-
tion in North America, Europe, Latin America, Oceania,
Central and South Asia and South and North Africa, and a
downward trend only in East and South-East Asia.

The 10 largest regional migration corridors in 2019.
Presented in table 2, five of which represent nearly half of
the world’s migration flows (124 million people).

The “Europe to Europe” direction, which has 4.19 mil-
lion people international migrants, is the largest regional
migration corridor in the world. A large proportion
of these migrants have moved between European Union
countries. In 2010–2019, it increased by more than 5 mil-
lion people international migrants, compared to 2000–
2010, with an average annual increase of more than
0.5 million people.

The direction “Latin America and the Caribbean to
North America” is the second largest regional migration
corridor in 2019 (26.6 million people people). During
the period 1990–2000, in this direction the number of
migrants increased by 0.9 million people per year, but
the growth slowed between 2000–2010 and 2010–2019
(0.5 and 0.3 million people per year, respectively).

The next three largest regional migration directions
were almost the same in 2019 (18-19 million people inter-
national migrants). The number of international migrants
inside the corridor “North Africa and West Asia” increased
by 7.3 million people in 2010–2019, while the corridor
“Central and South Asia to North Africa and West Asia”
increased by 5.4 million people.

While international migration is a global phenomenon,
only 20 countries received two thirds of all international
migrants in 2019. Almost half of all international migrants
live in 10 countries only. The largest number of migrants
is in the United States of America, with 51 million peo-
ple migrants, or about 19% of the world’s total number of
migrants admitted in 2019. The most attractive countries
for migration in 2019 were Germany (13.1 million peo-
ple) and Saudi Arabia (13.1 million people), the Russian
Federation (12 million people) and the United Kingdom
(10 million people). Of the 20 most attractive countries
for migration, seven are in Europe, four – in North Africa
and Western Asia, three – in Central and South Asia, two
– in East and South-East Asia and North America, and one
each in Oceania and Sub-Saharan Africa.

Between 1990 and 2019, the United States recorded
the largest absolute increase in international migrants
(27.4 million people). The countries with the largest in-
creases were Saudi Arabia (8.1 million people per year),
the United Arab Emirates (7.3 million people per year),
Germany (7.2 million people per year) and the United
Kingdom (5.9 million people per year).

In 2019 one third of all international migrants come
from only 10 countries. In 2019 India has become
the leading country of the international migrants ori-
gin (17.5 million people). The second largest migrants
contributor was Mexico (11.8 million people), followed
by China (10.7 million people), the Russian Federa-
tion (10.5 million people) and the Syrian Arab Republic
(8.2 million people).

Thus, based on data on the volume and intensity of
migration processes, it can be concluded that different re-
gions and countries have different attractions for migrants.

The level of the migration attractiveness of countries
was determined through the Mamdani fuzzy inference.

4

SHS Web of Conferences 107, 08002 (2021) https://doi.org/10.1051/shsconf/202110708002
M3E2 2021



Table 1. Labour migration by geography, 1990-2019, mil. people and forecast for 2025, 2030 [24]

Years Countries
North Africa

and
West Asia

South Africa
Central and
South Asia

East and
Southeast

Asia
Oceania

Latin America
and

the Caribbean
Europe

North
America

1990 4.73 7.16 6.84 26.17 13.29 17.61 27.61 49.61
1995 5.02 6.69 8.34 21.25 14.28 18.91 33.34 53.49
2000 5.36 6.57 10.51 20.47 13.15 20.32 40.35 56.86
2005 6.02 7.22 12.95 18.96 14.22 23.28 45.36 63.59
2010 7.13 8.26 15.75 19.58 15.86 32.56 50.97 70.68
2015 8.07 9.44 17.87 19.44 21.34 42.05 55.63 75.01
2020 8.93 11.67 18.30 19.63 23.57 48.59 58.65 82.30
2025 (Forecast) 9.63 12.42 20.21 18.54 25.28 53.75 63.82 87.75
2030 (Forecast) 10.33 13.17 22.12 17.45 26.99 58.91 68.99 93.20

Table 2. Largest regional labour migration corridors in the world in 2019, mil. people [24]

№ Contributing countries groups Recipient countries groups Number of migrants
1 Europe Europe 41.86
2 Latin America and the Caribbean South America 26.58
3 North Africa and West Asia North Africa and West Asia 18.93
4 Central and South Asia North Africa and West Asia 18.52
5 South Africa South Africa 18.31
6 East and Southeast Asia East and Southeast Asia 14.32
7 North Africa and West Asia Europe 13.05
8 Central and South Asia Europe 11.20
9 East and Southeast Asia North America 10.24
10 Latin America and the Caribbean Latin America and the Caribbean 8.24

The fuzzy inference simulation process was conducted
in the Matlab environment using the Fuzzy Logic Toolbox.
To construct the Mamdani fuzzy inference system, four in-
put and one output (linguistic) variables in the fuzzy infer-
ence system were specified: GDP (gross domestic product
per capita), IR (inflation rate), UR (unemployment rate),
PIT (personal income tax) and EMA (Evaluation of mi-
gration attractiveness) (figure 1). These variables were se-
lected from correlation and regression analysis as relevant
to the migration attractiveness of countries.

The phasing of the introduced linguistic variables and
the definition of their terms have been carried out. The
parameters of the membership functions for these term sets
are shown in table 3 and the structure of the functions are
shown in figure 2.

Based on the rules, a decision-making mechanism is
created, predicts the value of the performance variable.
The peculiarity of this model is its flexibility, it can be
filled with other rules, its content and quantity adjusted.

On the basis of the input variables statistics an evalu-
ating of migration attractiveness was calculated. Figure 3
illustrates Mamdani fuzzy inference with the example of
France. The results of the evaluation of migration attrac-
tiveness of selected countries are presented in table4.

The analysis of the recipient countries rating allows to
draw conclusions that none of the studied countries has re-
ceived the score «ultrahigh». Italy, France and the United
Arab Emirates are among the top three most attractive
countries with a «high» term. The middle-level attrac-
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Figure 1. Structure of the model of the evaluation the labour
migration attractiveness of countries in 2019 through the Fuzzy
Logic Toolbox

tion cluster is Saudi Arabia, the UK, Canada, the US, and
Australia. Russia has the lowest rating. The results are
largely consistent with the statistical analysis, but allow
for a clearer definition of a country’s ranking. It should be
noted that the proposed fuzzy model for the evaluating the
migration attractiveness of recipient countries can be fur-
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Figure 2. Membership function graphs for input (a, b, c, d) and output (e) linguistic variables

ther developed and refined by introducing additional input
variables.

4 Conclusion

Thus, using the Mamdani fuzzy inference method, a sys-
tem has been developed that allows to make a decision on

6

SHS Web of Conferences 107, 08002 (2021) https://doi.org/10.1051/shsconf/202110708002
M3E2 2021



Table 3. Attributes of the attribution model of the evaluation the
labour migration attractiveness of countries in 2019

Linguistic Evaluating Term Evaluating
variable interval rate

GDP (thousand $) [0; 70]
low 0 – 23.3
medium 23.3 – 46.6
high 46.6 – 70

IR (%) [0; 4.5]
low 0 – 1.5
medium 1.5 – 3
high 4 – 4.5

UR (%) [0; 10]
low 0 – 3.3
medium 3.3 – 6.6
high 6.6 – 10

PIT (%) [0; 45]
low 0 – 15
medium 15 – 30
high 30 – 45

EMA [0; 100]

ultralow 0 – 20
low 20 – 40
medium 40 – 60
high 60 – 80
ultrahigh 80 – 100

 

GDP=49.4 PIT=45 
 

IR=1.1 UR=8.3 EMA=62.8 

up Input: Plot points: Move: left right down [49.44;1.1;8.3;45

] 

101 

Figure 3. Implementation of Mamdani fuzzy inference using
Fuzzy Logic Toolbox of Matlab package

the selection of the optimal country for labour migration
based on the analysis of the most popular recipient coun-
tries in 2019. The parameters of the Mamdani model are
interpreted quite easily, and the use of fuzzy logic makes it
possible to model economic problems effectively in order
to analyse the economic indicators of the migration attrac-
tiveness of countries. As a result of the implementation
of this model, recipient countries are ranked as being the
most attractive for migrant employees. Such countries as
Italy, France and the United Arab Emirates, which have
medium and high levels of per capita GDP, low inflation,
and a “loyal” level of tax, were in the first three positions.

Table 4. Rating of recipient countries’ attractiveness to
international labour migration, 2019 [24–28]

Country

Input variables
Output
vari-
able

RankGDP,
thou-
sand
$

IR,
%

UR,
%

PIT,
%

EMA

Italy 44.20 0.6 9.8 43 68.9 1
France 49.44 1.1 8.3 45 62.8 2
United Arab
Emirates

69.90 1.9 2.4 0 60.3 3

Saudi Arabia 48.91 2.1 5.9 0 58.3 4
Great Britain 48.71 1.7 4.1 45 56.3 5
Canada 51.34 1.9 5.4 33 52.9 6
USA 65.12 1.8 3.9 37 52.5 7
Germany 56.05 1.4 3 45 51.1 8
Australia 53.32 1.6 5.3 45 50 9
Russia 29.18 4.5 4.4 13 46.6 10

The model could be improved to reflect global trends
in 2020 and the impact of the pandemic on global migra-
tion flows.
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Abstract. The phenomenon of the international investment activity in the context of globalization is inves-
tigated in the article. Foreign direct investment is the most important basis for further analysis of the world
economy. The article discusses the current trends of the foreign direct investment flows with an emphasis on
their geographical location. In particular, the inflows of FDI by region and national economies are considered.
The specific features of modern factors of the foreign investments’ distribution by regions are determined. The
study shows that some methodological approaches are useful in determining the level of national economies’
interconnection of the linked processes of international capital flows. The clustering method was used for
the analysis of foreign investments and the minimum spanning trees for the selected groups of countries were
constructed. From the defined list of countries, one group with similar trends in the FDI movement has been
distinguished. The article stipulates that countries should consider the need for their active involvement in glob-
alization processes and contribute to the formation of a favourable investment environment within the country.

1 Introduction

In recent decades, an important and defining feature of
forming the world economic system is economic global-
ization, against which there is an active search for compet-
itive models of national economies that would meet mod-
ern challenges of combining global trends and develop-
ment patterns with national interests and goals. Modern
processes of globalization are directly related to the in-
ternationalization of markets for services and capital, ac-
companied by increasing international mobility of national
resources and the interdependence of national economies.
International investment is an independent and especially
important area of international economic relations being
characterized by not only rapid growth and significant
completion of the world trade but also its contribution to
the economic growth of national economies and the in-
crease of their competitiveness. As the processes of the
world economy globalization have contributed to a dra-
matic increase in capital mobility and the intensification
of international investment, studying and modelling of the
globalization effect on the flows and structure of foreign
investment are extremely relevant.
∗e-mail: liubovkibalnyk@gmail.com
∗∗e-mail: mari.leshchenko@gmail.com
∗∗∗e-mail: elf-imef@ukr.net
∗∗∗∗e-mail: haiyuwang@hsln.cn

Most researchers, interpreting the concept of “the
world economy globalization”, are based on the processes
of interdependence of national economies in the world.
For example, Director-General of the International Labour
Office, in his report to the 85th session of the International
Labour Conference (Geneva, June 1997) notes that glob-
alization is a complex phenomenon of economy interde-
pendence arising from the exchange of goods and services
as well as capital flows [1]. At the same time, globaliza-
tion as a world-class process determines the intensification
of interrelations, interaction and interdependence of states
[2]. The formation of the metaspace in the conditions
of forming and functioning of transnational financial and
other networks formed on the basis of international capital
flows, should be distinguished among the main manifes-
tations of globalization. As a result, the manifestations
of globalization for specific economic entities depend on
the extent to which the carriers of capital flows – inter-
national companies – have diversified their revenues and
placed their own assets in different countries in order to
increase exports of goods and services and to use local ad-
vantages [3]. That is to say, the flow of foreign investment
becomes the foundation of forming a unified system of re-
lations of the new configuration of the global economy.

Foreign investment processes have always been the fo-
cus of economists’ researches. Indeed, FDI is key flows in

© The Authors, published by EDP Sciences. This is an open access article distributed under the terms of the Creative Commons Attribution License 4.0
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the international economic relations and reflects the level
of economic development of an individual country. More-
over, it is important whether the country acts as a host
economy or the home country of the investor. J. H. Dun-
ning’s concept of foreign investment determines that in-
vestments are made outside the host country but inside
the investor’s company; and investor has the control over
resources (assets, capital, technology, management skills
and knowledge, market access and entrepreneurship) [4]
The eclectic theory of J. H. Dunning [5] determines that
the beginning of the process of investing abroad is usu-
ally preceded by the analysis of three main factors of en-
tering the international capital market: the availability of
valuable assets (property benefits), location benefits and
internationalization priorities [6]. Other factors that also
need to be carefully analyzed include the need to control
subsidiaries, the availability of resources, and company’s
overall strategy [7]. All these factors must be considered
when choosing priorities for the development of interna-
tional investment activity of the company.

M. Porter complemented the research of J. H. Dunning
and made a significant contribution to the development
of the theory of foreign direct investment. His theory of
countries’ competitive advantages assumes the ability of
national firms to use internal resources in such a way as
to have a competitive advantage in the world market while
focusing on innovation and strategic behaviour of compa-
nies [8]. In continuation, S. Hymer defines the process of
foreign investment as an operation to obtain physical as-
sets abroad, and the current control remains with the multi-
national company in the home country [9]. Capital proved
to be the most mobile factor of production, so it was in-
ternational investment that became the dominant form of
economic globalization.

Investment attraction involves justification and selec-
tion of investment priorities using transparent and clear
tool set for investors. The concept of investment attractive-
ness can be interpreted from the point of view of both in-
vestors and recipients [10]. In modern conditions, attract-
ing investment contributes to the development of national
economies, the introduction of new technologies, the re-
newal of worn-out fixed assets, the creation of new jobs,
and therefore, is a necessity for the proper functioning and
development of the state. The activities of modern com-
panies that are carriers of foreign investment are based on
the desire to combine the benefits of efficiency through the
globalization of operations and the benefits of delegating
authority to subsidiaries [11].

The level of national investment risk is also an impor-
tant factor in attracting foreign direct investment. Based
on measurement of investment risk for different countries
and the extended gravity model, the influence of national
investment risk on foreign direct investment is discussed.
Investment risks in various countries are totally different
and instable because of the complexity of international sit-
uation. The market size of the host country, bilateral in-
vestment agreements, resource endowments and tax bur-
den levels can also significantly affect foreign direct in-
vestment.

In today’s development of global economy, its main
characteristic is a distinctive trend, resulting in conver-
gence of economic development of different countries, en-
hancement of industrial relations, rapid growth of inter-
national trade, migration of capital, expansion of interna-
tional relations in banking and insurance spheres, inter-
twining of financial and stock markets, etc. [12].

To analyze the dynamics and structure of international
investment, as well as other macroeconomic indicators, re-
searchers use a number of methods and techniques. One
of them is cluster analysis, which is a set of models and
methods of aggregating (combining) rows of data matrix.
The term of “cluster analysis” was coined by R. C. Tryon
in 1939. Cluster implies the accumulation (condensation)
of points-objects (rows of the data matrix) in the space of
variables (columns of the data matrix) [13].

The use of cluster analysis was considered by
P. E. Green, R. E. Frank and P. J. Robinson, discussed
problems with determining the appropriate measure of
similarity and the appropriate number of clusters [14].
J. Inglis and D. Johnson [15], D. G. Morrison [16],
L. A. Neidell [17], and A. Shuchman [18] also expressed
concern about the use of cluster analysis. Moreover,
W. D. Wells [19] expressed reservations about the use
of cluster analysis unless very different, homogeneous
groups could be identified [20].

Cluster analysis is a purely empirical method of clas-
sification and as such is primarily an inductive technique
[21]. Though some theorists have not been favorably dis-
posed toward the use of cluster analysis, and criticism of
the ad hoc nature of clustering solutions is common, clas-
sification is an important and frequently overlooked tool
of science [20].

A. Wolf [22] has suggested that classification is both
the first and last method employed by science. The essence
of classification is that certain things are thought of as re-
lated in a certain way. Indeed, the final outcome of other
methods of study may well be a new classification. Finally,
cluster analysis has been used as a general data reduction
technique to develop aggregates of data which are more
general and more easily managed than individual observa-
tions [20].

In [23], the author defines cluster analysis as a multidi-
mensional statistical procedure that collects data contain-
ing information about a sample of objects and then orga-
nizes objects into relatively homogenous groups – clusters
(Q-clustering, or Q-technique, actually cluster analysis).
The main purpose of cluster analysis is the distribution of
many objects and features under study into homogeneous,
in the appropriate sense, groups or clusters.

2 Research methods

In the context of our study, it should be noted that cluster
analysis allows processing a large amount of information,
reducing and compressing large data sets making them
compact and clear. Cluster analysis is important for the
set of time series that characterize economic development
(e.g., investment and commodity conditions). The use of
this method makes it possible to identify the periods when

2

SHS Web of Conferences 107, 08003 (2021) https://doi.org/10.1051/shsconf/202110708003
M3E2 2021



the values of the relevant indicators were quite close, as
well as to determine the groups of time series, the dynam-
ics of which is the most similar.

A cluster is a group, a class of homogeneous units of
the population. The main task of cluster analysis is the
formation of such groups in multidimensional space. The
homogeneity of the data set is given by the rule of calcu-
lating a certain metric, which characterizes the degree of
similarity of the j-means and k-means units of the data set.

Such a metric can be the distance C jk between them
or the similarity coefficient r jk. Similar metrics for the
selected units deemed to be uniform. Choice metric is the
central point of the cluster analysis, which determines the
final version of the division into classes together [24].

During the use of cluster analysis, it should be em-
phasized that this technique is based on two assumptions.
The first assumption is that the considered features of the
object, in principle, allow the desired division of the pool
(set) of objects into clusters. The second assumption is
the correct choice of scale or units of measuring features.
In general, the method of cluster analysis involves: se-
lecting a sample of objects for clustering, determining a
set of variables, by which objects will be evaluated in the
sample, if necessary, normalizing the values of variables,
calculating values of similarities between objects, creating
groups of similar objects (clusters), interpreting the results
of the analysis.

After obtaining and analyzing the results, it is possi-
ble to adjust the selected metric and clustering method to
obtain the optimal result.

To determine the “similarity” of objects, it is necessary
to make a vector of characteristics for each object first; as
a rule, it is a set of numerical values. However, there are
also algorithms that work with qualitative (so-called, cat-
egorical) characteristics. In the process of normalization,
all values are reduced to some range, e.g., [1,−1] or [0, 1].
Finally, for each pair of objects, the “distance”, the degree
of similarity, between them is measured. There are many
metrics; here are just the main ones.

Characteristically, that the choice of cluster analysis
tools entirely depends on the purpose of the study and
the individual preferences of a researcher, since the results
of clustering can significantly differ when using different
methods.

In our study, we use dendrograms and a minimum
spanning tree (MST) to show results. These methods
are characterized by sequential combination of initial el-
ements and corresponding decrease in the number of clus-
ters. They look at the matrix of similar dimensions N × N
(where N – the number of objects) and gradually combine
the most similar objects [25].

The dendrogram shows the distances or similarities
corresponding to the construction of new clusters for each
step of the agglomerative hierarchical clustering algorithm
on the vertical axis on the left, and the objects combined in
accordance with the analysis – on the horizontal axis. Im-
portant steps are to determine the parameters of the den-
drogram, its construction and interpretation of the choice
and number of clusters. Based on the proximity table and
the chosen aggregation strategy, the objects in the table are

gradually, step by step, merged into clusters. Hierarchical
agglomerative cluster analysis uses the following strate-
gies to work with the proximity matrix: the strategies of
the nearest neighbour, far neighbour, group average, cen-
troid strategy based on the increase of the sum of squares,
flexible strategy [26].

The initial actions in the procedures of hierarchical ag-
glomerative cluster analysis are the same. First, a pair of
objects with the smallest degree of distance is looked for
among all the objects of the proximity matrix and com-
bined into one group. The columns and rows of these ob-
jects are removed, and a new column and row with the
listed attribute values are inserted in their place, so as not
to violate the diagonal of zeros. As a result, the size of the
proximity matrix is reduced by one, and the smallest value
found becomes a parameter of the dendrogram, as it de-
termines the distance between these objects, and the group
itself is denoted by the number of n + 1. At each subse-
quent step, there is a merger of two objects or an object and
a group or two groups, for which the degree of closeness
is minimal; a similar recalculation is performed; and the
combined groups are denoted as n+2, n+3, . . . , n+ (n−1).
The procedure is completed when the dimension of the
proximity matrix is 2×2 [27]

Minimum spanning tree shows the location of system
elements and their optimal combinations. Graphically,
the minimum scanning tree is represented as a connected
graph consisting of n vertices (nodes) and n−1 edges. The
minimum scanning tree has the shortest length among all
the trees, based on the sum of distances between two el-
ements. The minimum scanning tree reflects the hidden
information contained in economic time series. Pairwise
correlation coefficient is used to quantify the degree of
similarity of system elements:

Ci j =
(YiY j) − (Yi)(Y j)√

(Y2
i ) − (Yi)2)((Y2

j ) − (Y j)2)
(1)

where i, j – variable index, Yi = lnPi(t) − lnPi(t − 1) and
Pi(t) – values of i variable at time t. The matrix of n×n
size is composed of Ci j correlation coefficients.

It is known that the correlation coefficient can range
from -1 (completely uncorrelated pair) to 1 (completely
correlated pair). The matrix of correlation is a symmetric
matrix with units on the main diagonal. To understand and
interpret the topological structure of the studied system, a
generalized metric is used; it is determined by the formula:

d(i j) =
√

2(1 −Ci j) (2)

By this definition, d(i, j) numerically satisfies the fol-
lowing axioms:

(i) d(i, j) = 0, if and only if i = j, i.e., the axiom is
fulfilled under the condition of full correlation;

(ii) d(i, j) = d( j, i) – the second axiom is fulfilled be-
cause we have a matrix of cross-correlation coeffi-
cients and, accordingly, a matrix of distance D sym-
metric by definition;
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(iii) d(i, j) 6 d(i, k) + d(k, j) – which is numerically veri-
fied – the third axiom is fulfilled [28].

MST and the associated hierarchic tree show the exis-
tence of clusters of any market assets, information about
which is important from economic point of view. The ob-
tained taxonomy allows grouping economic objects being
homogeneous in terms of economic activity [29].

When interpreting the results of cluster analysis, it is
worth considering that cluster analysis has some short-
comings and limitations. In particular, the composition
and number of clusters depend on the selected criteria of
distribution and grouping. When reducing the original
data array to more compact one, certain distortions may
occur, as well as individual features of individual objects
may be levelled by replacing their characteristics with gen-
eralized values of cluster parameters. Besides, when clas-
sifying objects, the possibility of the absence of any cluster
values in the considered set is often ignored.

3 Results and discussions

The globalization of the world economy has contributed
to the intensification of international investment processes
and influenced the formation of the structure and dynam-
ics of foreign direct investment. The influence of the ex-
ternal factors on the development of national economies
has been intensified; the factors include the world mar-
kets for goods, services and production factors, global
competition, economic policy of the subjects of the world
economic processes involving states, regional integration
groups, international organizations, transnational corpora-
tions, etc. As a result, it is worth noting the similar dynam-
ics of gross domestic product (GDP) and foreign direct
investment (FDI), as the most important indicators of eco-
nomic development in general, and international invest-
ment activity, in particular (figure 1).

It should be noted since the amounts of attracting FDI
provide control over business and are often associated with
the ownership of tangible assets, such as equipment, build-
ings or other real estate, they are the main flows in the
international investment processes. FDI is a determin-
ing factor that affects the rate of economic growth, and,
therefore, is characterized by a high level of sensitivity to
changes and transformations occurring in the global econ-
omy.

The development of the international investment under
the influence of global transformations should be divided
into three conditinal waves, in fact, with a 7-year period of
changes, except for the last continuing till nowadays.

The first wave of investment inflows (figure 1, b) is a
period of stable growth from 1994 to 2001, characterized
by a sixfold increase in FDI (from 278.76 billion US dol-
lars to 1569 billion US dollars in 2000) and the beginning
of short-term decline to 895.37 billion US dollars in 2001.

The second wave of investment inflows is a period of
rapid growth from 2002–2003 to 2008, characterized by
more than a fourthfold increase in FDI (from 737.03 bil-
lion US dollars to 3,136.1 billion) and a two-year decline
to 1,447.4 billion US dollars in 2009.

Figure 1. GDP (a) and FDI (b) dynamics in the world, 1994–
2019 [30]

The third wave of investment inflows can be divided
into 2 periods. The first period took place from 2009 to
2014, with a gradual recovery from the previous wave and
2184.5 billion US dollars FDI in 2013. The second period
is the growth of FDI during 2014–2016 and a sharp decline
during 2017–2018. In 2018, FDI was much lower than in
the beginning of this period and even lower than in the
post-crisis period in 2009.

The analysis of the FDI dynamics showed a growing
trend of FDI with wave-like movement and minimum vol-
ume in 2018. A recovery begins in 2019 and is projected
to have values of 2015 in the near future.

Under the influence of global transformational shifts,
the redistribution of the international investment markets
occurs. The formation of regional and sectoral structure
of FDI and their dynamics are influenced by a number
of factors related to structural changes in the economy in
the transition to a new technological level of development
that, in its turn, leads to a new stage of global competi-
tion, stimulates the aggravation of geopolitical and geoe-
conomic contradictions (table 1) [31].

The developed countries are among the leaders in at-
tracting FDI; however, developing countries have much
higher growth rate of incoming FDI. The attracted invest-
ments in less developed and transition economies remain
volatile due to their low attractiveness to investors and
volatile demand for the products and resources they can
offer. The FDI flows to the developed countries were over
800 billion US dollars in 2019; they exceeded the indi-
cators of the previous year being 557 billion US dollars in
2018. The United States of America remained the most at-
tractive investment country attracting 251 billion US dol-
lars in FDI flows, followed by China – 140 billion US dol-
lars and Singapore – 110 billion US dollars [32].
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Table 1. FDI flows by region, 2017-2019 (USD billion and per cent)[31]

Region 1994 2000 2003 2007 2010 2013 2016 2019
US dollars at current prices in billions

Developed countries 150.6 1119.1 337.9 1282.1 710.4 716.5 1265.2 800.2
Developed countries: America 53.3 380.9 60.6 333.4 226.7 270.8 507.9 296.7
Developed countries: Asia 1.4 15.3 9.6 31.3 5.7 14.1 31.3 32.8
Developed countries: Europe 34.7 52.1 48.0 46.1 31.6 25.6 34.0 27.9
Developing countries 102.4 231.6 194.9 522.4 622.0 656.0 652.0 684.7
Developing countries:Africa 6.1 9.7 18.2 51.1 46.6 52.1 46.0 45.4
Developing countries: America 27.7 79.8 45.6 116.9 160.7 185.4 136.6 164.2
Developing countries: Asia 68.4 142.0 130.7 353.2 412.8 415.7 468.4 473.9
Transition economies 1.9 5.9 17.8 87.2 63.8 83.9 66.3 54.9

percent
Developed countries 59.1 82.5 61.4 67.8 50.9 49.2 63.8 52.0
Developed countries: America 20.9 28.1 11.0 17.6 16.2 18.6 25.6 19.3
Developed countries: Asia 0.5 1.1 1.8 1.7 0.4 1.0 1.6 2.1
Developed countries: Europe 34.7 52.1 48.0 46.1 31.6 25.6 34.0 27.9
Developing countries 40.2 17.1 35.4 27.6 44.6 45.0 32.9 44.5
Developing countries: Africa 2.4 0.7 3.3 2.7 3.3 3.6 2.3 2.9
Developing countries: America 10.9 5.9 8.3 6.2 11.5 12.7 6.9 10.7
Developing countries: Asia 26.9 10.5 23.7 18.7 29.6 28.5 23.6 30.8
Transition economies 0.8 0.4 3.2 4.6 4.6 5.8 3.3 3.6

However, it is worth noting that even the recorded FDI
values for these countries remained low compared to his-
torical levels.

In particular, the FDI inflows to North America re-
mained at 298 billion US dollars level, and total invest-
ment flows to the developed countries fell by 6% (about
643 billion US dollars being only half of the peak recorded
in 2007).

Trends for the developed countries are mostly deter-
mined by the FDI dynamics in the European Union coun-
tries where the foreign investment flow fell by 15% to the
indicator of about 305 billion US dollars. Although the
trends for the largest players-countries were extremely di-
verse, FDI in the UK fell by 6% during the development of
Brexit; the sale of Hong Kong and China assets caused the
FDI decrease by 48% in the turbulence conditions, and the
foreign investment inflows to Germany nearly tripled as
multinational corporations lent to foreign affiliates during
a period of slow growth.

Among developing countries, the growth engine of the
group of countries remains the region of Southeast Asia
where the growth of the attracted FDI was over 30% in
2019 compared to the previous year. This increase was due
to the positive results of economy growth in some coun-
tries including Indonesia, Malaysia, Singapore and Viet-
nam especially due to the significant investment inflow to
the branches of manufacturing sector. Among the coun-
tries of South Asia, the FDI distribution in the region is
significantly influenced by the indicators of India where
the growth of the attracted FDI was in the fields related
to information technologies. In particular, the increase in
the FDI inflows to Bangladesh by 50% in 2019 was due to
the attraction of capital to infrastructure facilities, mainly
from China. For the countries of West Asia, the average
decrease of FDI was 10% except for Saudi Arabia where

there was a steady increase of FDI mainly due to capital
investment to chemical industry [33]. It is worth noting
that most countries of West Asia continued to attract in-
vestment to the oil and gas industries.

In the region of Latin America and Caribbean coun-
tries, unstable dynamics of the FDI volumes should be
noted due to the slowdown in economic development of
some countries. Thus, investment flows in South Amer-
ica have not fluctuated dramatically as compensation for
declining FDI to Brazil and Argentina and growing vol-
umes in Chile, Peru and Colombia. Moreover, a signifi-
cant increase in the FDI flows to Brazil did not ensure the
introduction of new rules to facilitate sales of state-owned
subsidiaries; therefore, this factor is expected to be an ad-
ditional one in attracting new FDI in the coming years. In
the countries with positive dynamics, growth was mainly
due to additional public investment in infrastructure (Peru,
Chile, Colombia), additional investment flows to mining
companies (Peru, Chile), due to the efforts to improve the
investment climate in national economies (Chile, Colom-
bia). It is also worth noting a certain decrease in the vol-
ume of FDI attracted to Mexico in recent years against the
background of investor’s uncertainty regarding domestic
policy towards the ratification of the new trade USMCA
(United States-Mexico-Canada Agreement) [33]. Con-
cerning other Central America countries, the FDI flows
grew but not significantly.

Following the results of 2019, African countries
slightly reduced the indicators of FDI attracted by about
2%. Unstable economic development, constant tension in
trade policy, political instability in several countries of the
continent act as a deterrent to the FDI growth, even against
the background of ratification of a new AfCFTA (African
Continental Free Trade Area) [32]. As a positive result,
a number of positive reforms to the rules for oil and gas
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Figure 2. Wave changes in FDI according to groups of countries,
1994–2018 [30]

companies to reduce mandatory requirements to the state
ownership, particularly in Nigeria, should be noted.

In countries with transition economies, the volume of
FDI attracted in 2019 increased compared to 2017–2018
but were lower by 18% than the indicators of 2016. The
agreements of cross-border mergers and acquisitions in-
volving companies from the Russian Federation, the re-
gion’s largest economy mainly in the mineral resources
and Internet services sectors, played a significant role in
the slight increase in the indicators.

While maintaining the leadership of the developed
countries, the FDI geography has significantly changed in
favour of developing countries (figure 2). This can be ex-
plained by their active involvement in various international
activities and a number of geopolitical and trade risks.

Based on the data of figure 2, it can be argued that since
2009, developing countries have been increasing their po-
tential to attract FDI and may acquire the status of a leader
in terms of investments attracted in the next 5–10 years.

A number of restrictions to international capital move-
ment applied by national governments have played a sig-
nificant role in changing the intensity of FDI flows. Al-
most all countries in the world today are members of one
or more transactions on regional integration or trade agree-
ments. These agreements focus on cross-border measures
concerning services, investment and competition policy,
capital movements, intellectual property rights, govern-
ment procurement, standards, labour and the environment
[34].

Thus, only 10% of protectionist measures adopted by
countries restricted foreign investment 15 years ago, and
34% – according to the results of 2018. Moreover, most
restricted measures (21% from 31%) in 2018 were at the
expense of the developed countries. National governments
banned international mergers and acquisitions being worth
of about 153 billion US dollars with these instruments un-
der the pretext of a threat to national security or for an-
titrust reasons.

In particular, the USA and Germany have become
more cautious about foreign and especially Chinese invest-
ment due to fears that after the arrival of foreign investors
to national economy, foreign investors will be able to ac-

cess important technologies and assets making economic
security vulnerable. This trend has become characteris-
tic to the countries of the European Union. For example,
in the spring of 2018, the European Commission adopted
regulations to verify any foreign investment in the coun-
tries of the union. China, in its turn, tried to limit the out-
flow of capital abroad that led to a reduction of Chinese
foreign investment in recent years. In addition, as a result
of Donald Trump’s reform, American corporation repatri-
ated profits, as a result of which the US national economy
lost its leading positions in terms of investment abroad.

This structure and dynamics of the FDI movement
shows a special role of public policy of countries in shap-
ing the investment attractiveness of their own economy.
We should note that the distribution of the global FDI
flows is based on the factor of investment attractiveness
of countries. This is especially important in the context of
globalization of the world economy and profound struc-
tural changes occurring under the influence of technologi-
cal innovations, and requires all countries to mobilize their
own resources and capabilities. Researches show that dif-
ferent methods of assessing investment attractiveness that
are mainly developed for certain levels of economic sys-
tem, are based on processing the indicators of attracting
FDI. Ultimately, national economies with favourable in-
vestment climate determined by a set of legal, financial,
political, social, and cultural factors stipulate the feasi-
bility of investing in a particular economic system; and
a change in the investment climate leads to redistribution
of investment flows in the world economy and is a deter-
mining factor in the activity of investors.

In order to identify the relationships between different
countries with different rates and indicators of economic
development and to determine their future prospects, we
use the method of cluster analysis of indicators of attract-
ing FDI and the generalized indicator – the annual index of
actual foreign direct investment (according to UNCTAD).
This index estimates and classifies 140 countries by com-
paring FDI and GDP of each country and is a ratio of a
country’s share of world FDI flows to its share of the world
GDP [35]. A country with higher ratios of GDP, employ-
ment and exports in the corresponding aggregate (global)
indicators will receive higher share of FDI inflows. If the
inflow index of an investment country is higher than 1,
it means that the country receives more foreign direct in-
vestment than could be predicted by comparing the above
ratios.

To implement clustering, we chose the index of the ac-
tual inflow of foreign direct investment for 15 countries
belonging to different groups of countries in terms of eco-
nomic development (the USA, Brazil, UK, China, Hong
Kong, Singapore, Japan, Canada, Germany, Mexico, Rus-
sia, Poland, Belarus, Ukraine, and Azerbaijan) and the vol-
ume of FDI received by these countries for the same pe-
riod of time, namely for the period of 1994–2019. The
investigation period was chosen considering the following
features: first, all countries had to be independent; sec-
ond, the correct construction of trees required databases
to be large enough to analyze the obtained results accu-
rately; third, since 1994, all selected countries began the
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Figure 3. Dendrogram (a) and minimum scanning tree (b) for
countries in terms of attracting FDI, 1994–2019

stable development of foreign economic relations with the
rest of the world, resulting in the formation of a modern
economic space.

In the process of analyzing the graph of hierarchical
tree, one should understand that initially, each country is
a separate cluster. When building a tree, data with similar
trends are combined in separate clusters depending on the
strength of the relationship between them. This analysis
continues until all clusters are combined into one. Ide-
ally, the dendrogram clusters are determined (separated)
by jumps at a distance from each other. If such a distance
is insignificant, the clusters are close; if the jumps in dis-
tances are significant, the objects at a great distance from
each other, i.e., dissimilar clusters, begin to unite into clus-
ters. As a result of calculations, we constructed a dendro-
gram (a) and minimum spanning tree (b) for the selected
countries according to both defined indicators (figures 3,
4).

Data analysis of figure 3 (a) makes it possible to sepa-
rate one cluster, which is clearly demarcated. This cluster
involves the USA and Brazil. The values of this cluster
are close to 1; therefore, it can be concluded that their
relationship is also quite insignificant. All other clusters
are formed indistinctly; a consistent overlap is observed.
The analysis of the relationships between other countries
shows that the separated cluster is a core, which other clus-
ters gradually join (a core and periphery that joints this
core alone). The overlap of each subsequent country with
the previous one means that there is no strong connection
between the rest of the countries that could unite them.
In addition, the analysis of distances between objects in
the feature space allow us to conclude that there is a very
slight difference in features for countries. The number of

Figure 4. Dendrogram (a) and minimum scanning tree (b) for
countries on the index of actual FDI inflow, 1994–2019

dendrogram levels is quite large that indicates that many
steps need to be taken to form clusters.

The location of these countries in the same cluster can
be explained by the fact that the USA and Brazil are quite
close to each other compared to the rest of the countries;
and the United Kingdom has strong relations with both
countries through the so-called “traditions of the past”,
when it had direct influence on these countries, and later
had stable economic relations with them. The constructed
minimum scanning tree gives a visualization of the ob-
tained results of cluster analysis on the plane. The main
concentrators are Brazil, United Kingdom and Hong Kong
(figure 3, b).

Dendrogram and minimum scanning tree were con-
structed according to the index of actual inflow of foreign
direct investment in order to identify changes in relations
between the studied countries (figures 4, (a, b)).

Since dendrograms allow us to show the relationship
between the studied objects, we can assume according
to our calculations that the pattern in terms of the level
of investment attractiveness is observed between the Rus-
sian Federation and Azerbaijan due to the significant in-
fluence of the Russian Federation on the economic devel-
opment of Azerbaijan since its independence. In the clus-
ter Hong Kong – Singapore, Hong Kong plays the main
part; its policy influences the investment activity and de-
velopment of Singapore, therefore, the changes in the in-
dicators of investment attractiveness of the first country
immediately influence the other country. It is also worth
noting that most of the formed clusters are interconnected
by geographical location; so, it is very important factor in
the movement of FDI and the formation of the influence
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of more powerful countries on their neighbours. Among
other countries, clustering with the intensity it should be
due to the usual generalization of economic indicators, is
not observed. The data of figure 4 (b) shows the forma-
tion of three clusters. The first one involves Brazil, China,
Poland, and Belarus; the second – Azerbaijan, Mexico,
Japan, United Kingdom, Canada, and the Russian Feder-
ation. The changes in the indicators of investment attrac-
tiveness within these clusters will be similar.

4 Conclusion

Thus, liberalization of international capital movements,
the intensification of FDI flows are important factors of
the globalization of the world economy, since in the con-
ditions of uneven distribution of capital in the world econ-
omy, open access to additional financial resources for de-
veloping countries, and gives additional opportunities for
productive use of surplus capital using the advantages of
local markets in the host countries, for the developed coun-
tries. At the same time, it has been proven that FDI con-
tributes to the development of stable and long-term eco-
nomic relations between countries. Indicators of the rel-
ative attractiveness of the national economy for foreign
investors include absolute and relative values of the FDI
flows and characterize current changes of the FDI flows
in the globalization levels for a definite period of time.
Quantitative indicators allow monitoring of manifestations
of globalization processes, in particular, international in-
vestment activity that is important not only for research
but also for business and public administration in order
to make decisions in response to changes in the dynamic
economic environment. According to the obtained analy-
sis results, it can be stated that the international exchange
of foreign investments is an unstable cyclical process. In
particular, so far, most players in the international capital
market have failed to restore pre-crisis level of investment
activity. Asian and Latin American developing countries
remain the most attractive countries for foreign investment
in recent years. We can conclude that such trends show
the long-term prospects of economic development of these
regions, and geopolitical uncertainty in the world signifi-
cantly affects the dynamics of the volume and structure of
international investment.

The analysis of the results shows that on the basis of
the index of actual inflows of foreign direct investment,
it is possible to track the trends of dynamics of interna-
tional investment in the world. The results of the analy-
sis show that this country is Brazil; it is the country that
has the greatest number of connections with the rest ana-
lyzed countries. This makes it possible to distinguish one
group of countries from a set analyzed, which have similar
trends of the FDI movement. The group involves the USA,
China, Brazil, Poland, Belarus. That is to say, if there is
a change in the indicator in a positive or negative direc-
tion, similar changes should occur for all countries within
the cluster. However, for more accurate results, it is nec-
essary to expand the number of countries studied. It has
been determined which of the countries selected for anal-

ysis with different level of development in the context of
globalization has the greatest impact on the rest.

According to the FDI dynamics, the main concentra-
tors are Brazil, United Kingdom and Hong Kong. But re-
sults of the FDI index of the actual inflow show that the
main concentrators are Brazil, China and Mexico. These
results confirm one of the main modern trends, a trend
of economic growth of emerging markets and developing
economies. The presence of Brazil and Mexico, Singapore
and Hong Kong in the same cluster, according to the den-
drogram, is a confirmation of this fact. The global share
of developing economies in FDI inflows reached 54% in
2018, where half of the top 10 host economies are devel-
oping ones. At the same time, developed countries, such
as the United States, Britain, Germany, Canada and Japan
retain economies that significantly affect the dynamics and
structure of FDI.

The results of cluster analysis confirm the similarity of
FDI dynamics between the countries. However, they are
ambiguous in defining the interactions between home and
host economies. Prospects for further research are the use
of other methods of economic and mathematical modeling
for comprehensive analysis and identification of patterns
in the structure and dynamics of FDI.
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Abstract. The purpose of the article is to substantiate the possibility and necessity of the central bank’s mon-
etary policy to stimulate investment and economic growth for developing economies on the example of the
investment sphere and monetary policy in Belarus. It was determined that the impact of monetary regulation on
investment and economic growth is achieved in the course of the central bank’s activities to maintain indicators
of price and financial stability which reflect favourable conditions for investment. Price stability is achieved
through the implementation of various central bank strategies such as targeting the exchange rate, money sup-
ply and inflation. These strategies are defined as the objectives of monetary policy. The article discusses the
advantages of monetary regulation in comparison with fiscal regulation, and also contains an analysis of its
practical implementation in the Republic of Belarus in the period 2000–2019. As a result of the study the eco-
nomic and financial results of the strategies applied at different stages were determined, their consequences for
the economy were substantiated, and the strategies that best affect the financial and economic indicators in the
country were identified. For countries with a small open economy which includes Belarus maintaining price
and financial stability is complemented by a set of measures to reduce the devaluation expectations of market
entities and create a favorable foreign economic environment.

1 Introduction

The main driver of innovative economic growth is invest-
ments that help maintain the country’s competitiveness in
the context of unstable development. To the global threats
of climate change, environmental and demographic prob-
lems, poverty, terrorism and others, new challenges are
added which also significantly affect the investment de-
cisions of market actors and, accordingly, economic de-
velopment. We are talking, in particular, about the new
challenge of the XXI century – the COVID-19 pandemic
which since the beginning of 2020 has acquired a global
scale and devastating consequences for the world econ-
omy. According to experts from international organiza-
tions the fall in world GDP in 2020 amounted to 3–5%
which is stronger than in the crisis year of 2009, when it
reached 1.3%. Today traditional investment promotion in-
struments are no longer sufficient or effective. One of the
urgent problems of the modern economy characterized, on
the one hand, by globalization and integration, and, on the
other hand, by high risks is the search for new ways to
achieve its stable growth. In this regard scientific research
is being updated to substantiate the transformation of ap-
proaches to determining ways to effectively implement the
investment process, substantiating the methods and tools
for its regulation taking into account new realities.

Monetary regulation of economic processes is actively
used in world practice mainly for solving short-term prob-

∗e-mail: marina.zelenkevich@gmail.com
∗∗e-mail: bondnata@mail.ru

lems of countercyclical policy. Target orientation of mon-
etary regulation to stimulate investment and economic
growth, i.e. the solution of structural, long-term problems
from monetary instruments is still the subject of scientific
controversy among economists and financiers. The re-
search presented in the article corresponds to the following
scientific directions of the conference: monitoring, model-
ing and forecasting in the banking sector and the dynam-
ics of emerging markets in the crisis and post-crisis period.
The subject of the analysis is to determine the features and
problems of the investment sphere development in Belarus
in crisis and post-crisis periods, as well as to substantiate
the place and significance of monetary methods for stimu-
lating investment in the system of state management of the
economy.

Scientific works of scientists such as J.M. Keynes
[1], J.R. Hicks [2], M. Friedman [3], F.S. Mishkin [4],
P.A. Samuelson [5], J. Tobin [6] and others are devoted to
identifying characteristics investments, forms and meth-
ods of their regulation, including financial and monetary
regulation. The most famous works of Belarusian and
Russian scientists in which the investment process and
methods of its regulation in developing economies are
analyzed belong to E.B. Dorina [7], V.N. Shimov [8],
S.Yu. Glazyev [9], L.N. Krasavina [10], A.L. Kudrin [11],
S.R. Moiseev [12], V.N. Shenaev [13] and others. These
scientific works substantiate certain areas of financial and
monetary regulation of investments, as well as their im-
pact on economic development. This is mainly research
on the strategy and tactics of implementing economic, in-
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novation and social policies using the potential of national
financial and credit systems. However, there are no sub-
stantiated scientific approaches to determining the forms
and directions of the banking system’s impact on the in-
vestment process in a developing economy which creates
obstacles to optimizing the methods and sources of invest-
ment growth taking into account its specifics. This does
not allow adapting the existing theoretical and practical
studies of monetary regulation of the investment process
to the modern conditions of its implementation taking into
account the increased external and internal risks.

The scientific literature presents studies of some direc-
tions of the influence of monetary policy on investment.
A feature of emerging economies is the proof of the lim-
ited investment bank lending to the economy. The reasons
for this situation are substantiated in some scientific works
[14]. These include the following:

• Second-tier banks cannot concentrate and provide loans
in an amount greater than the current state of the econ-
omy allows. This is determined by the low degree of
monetization of the economy the indicator of which is
the ratio of the monetary aggregate to GDP. The high-
est values of the monetization indicator are observed in
the developed countries of Europe (from 86 to 116%).
In the countries of Central and Eastern Europe the level
of monetization ranges from 20.8% in Serbia to 84.6%
in Bulgaria. In the CIS countries this indicator has a
lower value and varies from 15.4% in Belarus to 44.6%
in Russia [15];

• Due to the specifics of the emerging economy not all
free funds go to banks (for example, economic agents
keep part of their money in the form of cash);

• The long-term nature of the resources attracted by banks
does not always depend on the banks themselves: this
parameter, first of all, is set by the inflationary and de-
valuation expectations of economic agents, the level of
their income and other economic and psychological fac-
tors;

• The money supply in circulation should be provided
with competitive goods and services demanded by na-
tional financial assets as a store of value.

Thus, the noted features of the monetary sphere in de-
veloping economies limit the possibilities of monetary ex-
pansion as a basis for growth and often have the opposite
effect expressed in the of inflation growth.

2 Analysis of the investment sphere in the
Republic of Belarus

The relevance of the search for new forms and methods of
investments regulation in the Republic of Belarus is con-
firmed by the presence of problems that exist in the in-
vestment sphere of the country. Figures 1 and 2 provide
information characterizing the investment process in Be-
larus from 2010 to 2019 [16, 17].

The data in figures 1 and 2 shows that the share of
fixed capital investments in GDP decreased from 32.5%
in 2010 to 21% in 2019. At the same time, the growth
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Figure 1. Share of fixed capital investment in GDP in Belarus
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Figure 2. Growth rate of fixed capital investment in Belarus

rates of fixed capital investments over 9 years increased
slightly by 5%; and in certain periods (2012, 2015–2016)
had negative values.

Along with the negative trends characterizing the in-
vestment sphere in Belarus, it should be noted that there
was a positive trend in attracting foreign investment to the
country in the period from 2002 to 2019 (figure 3). In
some time intervals a decrease in foreign investment was
observed, for example, from 2012 to 2016 which was as-
sociated with the crisis in the Belarusian foreign exchange
market in 2011 and 2014. By 2017 the volume of foreign
investment began to grow gradually reaching the level of
2015 [18].

In the structure of foreign investments the main share
is occupied by direct investments in the real sector and
their volume during the analyzed period increased almost
2 times. Portfolio investments, on the other hand, occupy
an insignificant share in the total volume of investments:
their annual volume is less than 1.0% during the analyzed
period (figure 4) [18].

The volume of other investments during the analyzed
period increased until 2006 and in the subsequent period
had an almost constant downward trend. Other invest-
ments include: trade credits (prepayment for exports and
provision of loans or exports); loans received from interna-
tional financial organizations; bank deposits (these include
own accounts of foreign legal entities in Belarusian banks
(investments in Belarus from abroad) and Belarusian legal
entities in foreign banks; receivables and payables related
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to overdue interest payments, etc. A feature of the invest-
ment sphere of Belarus is the formation of investment re-
sources mainly due to internal gross savings.

In the structure of investment resources organizations’
own funds are in first place, and their share has practi-
cally not changed over the analyzed period: in 2005 it was
44.0%, and in 2019 – 40.6%. In second place by sources
of financing are bank loans (13.6% in 2019), in third and
fourth places are funds from the republican budget and
savings of the population (11.4% and 10.4% in 2019. At
the same time the share of budgetary funds remained prac-
tically unchanged while the share of population funds in-
creased from 7.9% in 2005 up to 10.4% in 2019 [19].

Analysis of fixed capital investment by type of owner-
ship showed the following trends. Despite the significant
share of the state budget in the structure of investment re-
sources their share as consumers of investment decreased
from 50% in 2010 to 39.0% in 2019 [20]. At the same time
the shares of private and foreign organizations in fixed cap-
ital investment are steadily growing (table 1).

From the data presented in figure 5 it can be seen that
the organizations’ own funds significantly exceed other
sources of investment. In the structure of external sources
a significant share is taken by bank loans followed by
household savings and budget financing [20].
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Complex trends in the investment sphere of Belarus are
due to the peculiarities of the country’s socio-economic
development. These include:

• low level of development of the financial market, in con-
nection with which enterprises are forced to use their
own resources;

• predominance of the state form of ownership in the cap-
ital of the banking system;

• low level of interconnection between the banking sector
and the real sector of the economy;

• dependence of the volume of foreign investments on the
situation in the world commodity and foreign exchange
market;

• high susceptibility of the economy to socio-economic
and political processes in Russia which remains the
main economic partner of Belarus.

In addition, studies of Belarusian scientists confirm
that unfavorable tendencies in the Belarusian economy are
a consequence of the tendencies of decreasing the effi-
ciency of production factors that have developed in the
country over a long period [21].

The revealed features of the investment sphere of Be-
larus necessitate the identification of effective ways to
stimulate the investment process.

3 Methodology of monetary regulation of
investments

The most general classification of financial regulation
methods presented in scientific sources is their division
into two groups – fiscal methods and monetary methods.
This generalized approach is based on the fundamental
findings of Keynesian and monetarist theoretical direc-
tions.

Fiscal regulation which includes two directions – tax
and budget, has an indirect impact on the development
of investment processes at all levels of management. At
the national level the tax and budget systems are formed
through which the state determines and implements socio-
economic development goals. Rational distribution of the
tax burden between legal entities and individuals taking
into account the strategic goals of economic development
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Table 1. The structure of fixed capital investment by type of ownership

2010 2012 2014 2016 2017 2018 2019
Total fixed capital investment 100 100 100 100 100 100 100
on which by
– state ownership 50.0 40.0 37.0 41.0 40.7 39.5 39.0
– private ownership 47.6 53.9 54.1 51.2 51.8 52.7 51.7
– foreign ownership 2.4 6.1 8.8 7.8 7.5 7.8 9.3

gives the state the opportunity to accumulate financial
flows and direct them to finance priority areas and indus-
tries.

Monetary regulation reflects the impact of the central
bank on the activities of banks and other credit institu-
tions through monetary instruments and methods. It is as-
sociated with changes in the volume and structure of the
money supply in the country, interest rates and exchange
rates in the credit and foreign exchange markets. The cen-
tral bank influences money supply and demand and, thus,
the degree of investment activity of organizations. The
growth or decline of investments in the economy will de-
pend on the cost of resources in the money market. The
central bank having legal, organizational and economic
powers regulates the value of credit money.

In the context of the globalization of the economy for-
eign economic regulation is of great importance. It is a
tool for influencing participants in foreign economic rela-
tions and includes such methods as customs procedures,
payments, control and the legally established procedure
for interaction between them. Foreign economic regula-
tion is considered as a kind of fiscal regulation which is
implemented in the context of the country’s participation
in international economic relations. A feature of its im-
plementation is the need to coordinate national goals with
the functioning of international institutions and the system
of organizing world economic relations formed on the ba-
sis of international law and interstate agreements. Foreign
economic regulation affects the import of goods and ser-
vices, the export of manufactured goods and services, for-
eign exchange earnings, as well as the attraction and use
of various forms of foreign investment.

Monetary regulation plays an important role in the de-
velopment of the investment process. The first effect of
monetary regulation on investment is short-term. It con-
sists in ensuring optimal operating expenses of organiza-
tions and the population which can provide a potential
growth in savings. The monetary regulation in this case
is aimed at rational management and stimulating invest-
ment activity of market entities at the micro level. The
second effect of the monetary regulation has a long-term
character which consists in creating conditions for attract-
ing domestic and foreign investments. In fact, it is aimed
at creating and maintaining the investment climate in the
country. This long-term effect is realized at the macro level
through the state investment policy.

The advantages of monetary regulation over fiscal reg-
ulation are still the subject of scientific controversy. Sci-
entific discussions are built on the basis that along with
the positive aspects, monetary policy also has disadvan-

tages. In particular, one of the problems of monetary pol-
icy implementation is cyclical asymmetry in investment
and banking operations. We believe that it is necessary to
determine the merits of monetary policy as the basis for
the implementation of the state’s investment policy.

First, the advantage of monetary policy is its flexibility
and efficiency. This means that when external economic,
political and other conditions change, monetary policy can
be transformed rather quickly taking into account these
changes.

The parameters of monetary policy are set by the Cen-
tral Bank endowed with the necessary powers to make
quick decisions. The Central Bank responds promptly to
the market situation based on information about the cur-
rent situation and forecasts of the development of finan-
cial markets and the economy as a whole. The Central
Bank makes daily decisions on the use of open market
operations, changes in reserve requirements, interest rates
and other instruments. Thus, it influences the volume and
structure of money supply on a daily basis.

The property of efficiency which fully relates to mon-
etary policy cannot be attributed to fiscal one. As is
known from practice the implementation of fiscal policy is
a rather complicated and cumbersome process. This is due
to the fact that making different kinds of decisions such as
directions on budget expenditures, changes in tax rates, tax
incentives, etc. may be postponed for a long time due to
public discussions and approval of these decisions in the
legislature.

In addition, the methods and instruments of monetary
policy are softer and politically more conservative than
those of fiscal policy. For example, an increase in gov-
ernment spending has a direct impact on the volume and
structure of the distribution of budgetary resources which
are approved by the law on the state budget. Consequently,
these changes must be made to the law in accordance with
the approved procedure. Tax changes are usually adopted
for a long time and require public and parliamentary dis-
cussion. However, they can be unpopular and have politi-
cal consequences. Monetary policy appears to be more po-
litically acceptable, as it indirectly affects the social sphere
and vulnerable sectors of society. Influencing the conjunc-
ture of the money market the Central Bank provides the
population with an opportunity to choose assets for sav-
ings and investment methods.

The second advantage of monetary policy is that Cen-
tral Banks have so-called political independence from the
executive authorities which is seen as a guarantee of the
effectiveness of their activities. In world practice it is be-
lieved that the most independent is the US Federal Reserve
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System. In most countries of the world central banks re-
port directly to parliament or to a special parliamentary
commission. However, it should be understood that the in-
dependence of the central bank is relative – it is indepen-
dence “within the government structures”. The political
independence of the central bank consists in formal inde-
pendence from government instructions, legislative prohi-
bition of direct government loans from the central bank,
protection of the central bank management from dismissal,
and others. This relative freedom makes it easier for the
central bank to make the unpopular decisions needed to
restore the economy in the long time period than it is for
the government.

The independence of the central bank is seen as an im-
portant advantage of monetary regulation over fiscal, since
the subject of fiscal regulation, the Ministry of Finance,
being a government agency by its status expresses the in-
terests of the government which can have a political over-
tone and contribute mainly to the achievement of short-
term goals.

The third advantage of monetary regulation over fis-
cal regulation which is considered in the scientific litera-
ture is the effectiveness of its impact on economic stabil-
ity. For example, Russian scientists Zubov and Inozemt-
sev note that since the monetary regulation mechanism is
implemented through banks which are private structures
their decisions are more effective (speed of adoption and
implementation of decisions) in comparison with govern-
ment organizations that implement fiscal policy. In pri-
vate banks and other private credit institutions, responsi-
bility for spending their own funds is personified, and not
blurred as when using state (budget) funds [22].

Foreign sources also substantiate the advantages of
monetary regulation. So in the work of I. Stiglitz and
B. Greenwald [23] it is proved that monetary policy based
on the credit paradigm is more effective in terms of im-
pact on the stability of the economy. There are studies that
prove that the modern structure of banking systems with
large, state-owned banks is highly capable of absorbing
the consequences of crisis impacts [24]. These theoretical
conclusions are confirmed by empirical data that charac-
terize the tendency to increase the degree of government
regulation of banking systems in both developed and de-
veloping countries. State regulation in the banking system
is ensured by the mandatory presence of the first link in
its structure – the Central Bank, as well as the presence of
a system of state banks. Moreover, in times of crisis the
number and importance of state-owned banks increases.

The fourth advantage of monetary regulation is that the
volume of bank investment resources significantly exceeds
budgetary financing of the economy. This is due to the
fact that the volume of budget financing is limited by the
volume of the expenditure side of the budget and has a
strictly targeted direction. This conclusion is confirmed
by the indicators for the Republic of Belarus, presented in
figure 6 [25].

As can be seen from the data presented, the volume
of bank lending in the Republic of Belarus consistently
exceeds the volume of budget financing by an average of
8-10 times annually.
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Figure 6. Banking and budgetary investment resources for the
economy of the Republic of Belarus (million belarusian rubles)

Modern financial systems of developing countries are
largely based, first of all, on the banking (credit) system,
which is more developed, concentrated and stable.

4 Monetary policy strategies and its
economic results in the Republic of
Belarus

In world practice the evolution of goals, objectives and
strategies of central banks went through three stages start-
ing from the Great Depression of the 1930s. and ending
with the Great Inflation period of the 1970s:

• at the first stage the tasks of the central banks were de-
termined by the requirements of the gold standard. The
main functions of central banks were to ensure the con-
vertibility of the national currency into gold, ensure the
stability of the payment system, and provide loans to
government bodies;

• the consequences of the Great Depression focused the
attention of central banks on the need to maintain em-
ployment and price stability, ensure the stability of the
balance of payments and the exchange rate of national
currencies;

• lafter the Great Inflation of the 1970s. the main goal of
central banks is to achieve price stability.

At present it is reasonable to single out the fourth
stage in the evolution of monetary policy the beginning
of which was the global financial and economic crisis of
2008–2009.

The consequences of the crisis determined the need for
central banks to resolve two key issues: improving the
mechanisms of banking regulation and financial supervi-
sion and achieving not only price, but also financial stabil-
ity.

Central banks pursue a policy aimed at creating con-
ditions for long-term sustainable economic growth by en-
suring low and predictable inflation. Another important
indicator of the conditions for long-term growth is the pro-
vision and maintenance of financial stability in the coun-
try. From the standpoint of strengthening the investment
orientation of monetary policy price stability is necessary
for the following reasons: first, it stimulates business to
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long-term planning and implementation of the investment
process, since it reduces uncertainty in economic relations.
Secondly, it increases confidence in the national currency.
If the population does not have confidence in the national
currency problems arise with the flow of savings into the
banking system. In turn, the decline in the stability of the
resource base of banks limits their ability to lend to the
economy for a long time. Third, price stability affects the
stability of the financial sector, which ultimately leads to
the formation of an affordable price for credit resources.

Achieving price stability is based on the central bank’s
policy to control inflation. This is achieved by regulating
the volume of money supply and, accordingly, the credit
activity of the banking system. In the scientific litera-
ture there is evidence that inflation control is an important,
but not the only goal of monetary regulation [26]. As is
known from scientific sources and economic practice hy-
perinflation fetters economic activity, moderate inflation
often promotes or accompanies growth, and zero inflation
or deflation are companions of depression and subsequent
stagnation. A decrease in inflation may be associated not
only with an increase in economic activity which is a pos-
itive result, but also with a drop in consumer demand for
goods and services, as well as a low level of lending to the
real sector of the economy. Therefore, it is inappropriate
to assert that the main task of monetary policy is exclu-
sively to control inflation since with this approach it can
turn into a brake on economic growth.

In order to substantiate the type of monetary policy
strategy that best affects the growth of investments in the
Republic of Belarus it is necessary to analyze the target
strategies of the National Bank. So, in the period 2000–
2011 in the Republic of Belarus the exchange rate tar-
geting regime was applied and from 2012 to 2014 this
strategy was applied in combination with inflation control.
During this period was carried out a policy aimed at stim-
ulating domestic demand through credit expansion. At the
same time it was supplemented by active budget support
from the public sector and a soft wage policy which led to
the formation of significant macroeconomic imbalances.
As a result, the possibilities of further application of the
exchange rate targeting regime were exhausted after the
currency crisis of 2011 and the external shock of 2014.

A special stage in the economic development of Be-
larus is occupied by the favorable period of 2005–2010
when the growth of investments was 120% in 2005, 132%
in 2006, 117% in 2007, 123.5% in 2008 and 115.8% in
2010 compared to the previous year. The share of fixed
capital investments in GDP increased from 23.2% in 2005
up to 33.7% in 2010. According to international organi-
zations high growth in this period in Belarus was achieved
mainly due to the rapid accumulation of fixed capital. This
became possible due to the high ratio of investment to
GDP (the growth of fixed assets based on a high share
of investment in GDP accounted for approximately 70%)
[27]. However, during this period there was a bias in fa-
vor of building and assembly works as a result of the im-
plementation of government programs for housing con-
struction while the growth of investments in machinery
and equipment in 2009 turned negative. Based on the
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theoretical concept of endogenous growth developed in
the second half of the 1980s capital accumulation (espe-
cially investments in technological innovation) is consid-
ered the most important determinants of long-term eco-
nomic growth [28]. As a result of the research scien-
tists have proven that the ratio of investment in machinery
and equipment to GDP has a positive effect on economic
growth. At the same time some scientific sources proved
that the share of investment in housing (building and as-
sembly works) in GDP does not have a significant effect
on economic growth [29]. Figure 7 shows the structure of
fixed capital investments in the Republic of Belarus from
which it can be seen that almost half of the investments
are just building and assembly works. The share of invest-
ments in machinery and equipment varied slightly from
33.9% (2014) to 41.2% (2012) and 40% in 2019 which in-
dicates the absence of progressive changes in this indicator
[19].

In the early 2000s there was an artificial stimulation
of investment. This was reflected in the infusion of large
sums of money into the economy in the form of directed
loans, as well as in the form of a large volume of hous-
ing construction. Such artificial stimulation has become
the main source of high rates of economic growth. High
investment activity distinguished this period from subse-
quent ones and continued until the global financial and
economic crisis of 2008-2009. Then the main destabiliz-
ing factor was the drop in demand for Belarusian products
in foreign markets. The financial results of the organiza-
tions’ work have worsened. The rate of GDP growth be-
gan to decline [30]. The monetary policy pursued at that
time by the National Bank of the Republic of Belarus was
based on the exchange rate strategy which contributed to
economic growth until 2011.

Over the next 2011-2015 the Belarusian economy
functioned in unfavourable external conditions which, first
of all, were predetermined by the slowdown in economic
growth in Russia which is the main economic partner of
the Republic of Belarus.

Since 2010 the policy of stimulating economic growth
with monetary and fiscal policy instruments has been
resumed which limited the effectiveness of stabilization
measures and exacerbated the existing imbalances. This
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led to an increase in the current account deficit of the bal-
ance of payments to 14.5% of GDP and led to a significant
adjustment in the nominal exchange rate of the Belarusian
ruble to the US dollar in 2011 [31].

In 2012 the economy returned to a state of temporary
stabilization. This was due to an exchange rate adjustment
and a significant increase in the export of petrochemical
goods to the EU countries and the machine-building goods
to Russia. Despite the presence of obvious imbalances in
the economy, further economic policy focused on increas-
ing domestic demand and stimulating production, which
required external borrowing.

In 2013 the volume of GDP in Belarus increased by
1% in comparable prices and was provided by expand-
ing domestic demand, which contributed to the accelerated
formation of added value in retail trade and construction.
The increase in activity in these segments was due to a
fairly high household incomes growth and a fixed capital
investment increase. At the same time there was a notice-
able decrease in production volumes in industry (primar-
ily in its export-oriented industries) and agriculture of the
country.

In 2014 real GDP growth in the Republic of Belarus
amounted to 1.6%. The national economy growth was
due to the recovery in industrial production which was
achieved through an increase in the production of the
petrochemical, chemical and mining industries. At the
same time observed a slowdown in the household income
growth and a decline in fixed capital investment.

A decrease in the capacity of traditional sales markets
for domestic products and an unfavourable pricing envi-
ronment for exported goods led to a sharp decline in ex-
ports (compared to 2012 by almost 20%). This led to a
negative trade balance of $ 10.2 billion (in total for 2013–
2014). This, in turn, created an additional burden on the
domestic foreign exchange market and limited the ability
to maintain the exchange rate stability of the national cur-
rency.

The deterioration of the macroeconomic environment
had a negative impact on the financial results of the func-
tioning of the real sector of the economy. For 2014–2015
the number of unprofitable organizations in the country
increased 2.7 times, and the total value of their net loss
increased 3.9 times. Agriculture was among the sectors
that most acutely faced the growing financial problems:
in 2015 (compared to 2012) the number of unprofitable
agricultural enterprises increased 4.9 times, and the total
amount of their loss increased 10.7 times.

In 2014 two loans were received from the Russian
Government for a total of $ 2.0 billion. In 2015 two more
loans were received in the amount of $ 870 million which
helped to support GDP growth.

Monetary policy based on the exchange rate strategy
in the Republic of Belarus in the period 2000–2014 in the
context of accelerated economic growth and declining ef-
ficiency of accumulation had negative consequences.

Such growth prompting the resort to excessive emis-
sion lending to business entities and external borrowing
negatively affects the state of the country’s financial sys-
tem, does not stimulate investment activity. In the future

this trend continued. However, according to the Belarusian
scientist and the practice of the monetary sphere D. Kale-
chits, the reason for the low rates of equilibrium GDP is
explained not so much by the expansionary monetary pol-
icy as by the fall in the return on factors of production.
This is confirmed by the fact that the average contribution
of total factors of production to GDP decreased from 4.1%
in 2001-2009 down to minus 0.5% in 2010–2018 [32].

Structural weaknesses constrain economic growth and
thereby increase the vulnerability of a country’s economy
to the crisis. After the initially successful stabilization of
the post-crisis 2011 in 2012–2014 a policy of alternating
stimulating and restraining economic measures was im-
plemented This was mainly expressed by an increase in
wages and an increase in directed lending, did not lead to
the restoration of stability, and inflation remained at a high
level [16] (figure 8).
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Figure 8. The trend of consumer price index in Belarus (Decem-
ber to December of previous year) (%)

One of the rational steps of the central bank in the fol-
lowing years was the monetary policy aimed at the devel-
opment of the financial sector, as well as at its orienta-
tion towards the long-term development of the Belarusian
economy. Since 2015 the National Bank has been imple-
menting a monetary targeting strategy which is based on
the thesis of the quantitative theory of money: in the long
term the growth of commodity prices is determined solely
by the supply of money.

A significant deterioration in external economic con-
ditions in 2015 caused by the fall in world prices for raw
materials, as well as geopolitical tensions led to a decrease
in economic activity in Russia and Ukraine, a sharp drop
in investment demand, and devaluation of national curren-
cies in the EAEU member states. This led to a drop in
Belarus’ GDP in real terms by 3.8%. Subsequently, the
situation improved slightly until 2018 but in 2019 there
was a decrease in GDP growth rates from 3 to 1.2% [16]
(figure 9).

In 2016 Belarus was launched a three-year program
of the Eurasian Fund for Strategic Development providing
for a financial loan of $ 2 billion. In 2017 the Russian
Government provided a loan to the Republic of Belarus for
refinancing the external public debt in the amount of $ 700
million. In addition, in June 2017 Belarus placed a double
tranche of Eurobonds in international capital markets for a
total of $ 1.4 billion.
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During 2017 sustained economic growth (102.5%) and
a reduction in the current account deficit were achieved.

Leverage was actively used to attract external invest-
ment resources in the form of foreign investment. This
policy, however, entailed a significant growth of external
debt. The external public debt of the Republic of Belarus
as of 01.01.2019 increased to 39288.8 million US dollars
which amounted to 65.9% of GDP against 18.5% in 2007
[33].

In 2015–2018 the National Bank pursued a tough
emission policy. The credit issue was carried out exclu-
sively within the framework of using standard bank refi-
nancing operations at market interest rates and for short
periods.

The monetary targeting strategy in the Republic of
Belarus had positive results such as stabilization of the
economy, partial improvement of the main macroeco-
nomic indicators. Nevertheless, there were no fundamen-
tal changes in the development of the investment process
and economic growth during this period. Table 2 shows
the results of the National Bank’s credit issue in order to
stimulate economic growth at various stages of monetary
policy.

As can be seen from the data presented in the table 2
the expansionary monetary policy pursued in the Repub-
lic of Belarus had different results for inflation and the ex-
change rate. The best period can be considered 2004–2007
when the growth of money supply contributed to economic
growth through improved conditions for economic activity
(relative stability of prices and exchange rates) (figure 9).
The next two periods when the National Bank used the ex-
change rate strategy in combination with maintaining low
inflation had negative results, such as high inflation and
devaluation of the Belarusian ruble. In the period from
2008 to 2015 external economic factors had a significant
impact on the domestic economic situation: the global fi-
nancial crisis and the decline in demand for Belarusian
products in Russia after 2014. The monetary targeting pol-
icy implemented in the country since 2016 demonstrated
the achievement of price and currency stability which pos-
itively influenced the investment activity of organizations
and the population and, accordingly, was reflected in the
indicators of economic growth.

The National Bank of the Republic of Belarus plans
to apply a monetary targeting strategy was carried out un-
til 2020 which created the basis for the transition to 2021.
The inflation targeting regime in international practice is
recognized as the most effective tool for managing infla-
tion expectations of economic entities, thereby acquiring
a long-term nature. A distinctive feature of this regime
is a clear and transparent definition of the goals and pri-
orities of monetary policy, its openness for all economic
agents. This contributes to the formation of favourable ex-
pectations of the population and business, increases their
confidence in the central bank and its monetary policy.

The transition to an inflation targeting strategy in the
Republic of Belarus is provided for by the Program of the
country’s socio-economic development for the new five-
year period 2021–2025. In this regard, since 2015 the
National Bank has already implemented a number of mea-
sures to form the initial economic conditions for the imple-
mentation of this strategy. Among them is the transition to
flexible exchange rate formation. A floating rate is espe-
cially necessary in case of deterioration of external condi-
tions, since it is the exchange rate that assumes the main
negative consequences, thereby protecting the domestic fi-
nancial market and the economy.

Along with achieving price stability another monetary
goal for long-term growth is to ensure financial stability
which is a prerequisite for low inflation and unemploy-
ment. In the economic literature “financial stability refers
to the state of the financial system in which banks and non-
bank financial institutions, other financial intermediaries,
the payment system and the financial market properly per-
form their inherent functions and retain the ability to per-
form them in the event of the destabilizing impact of inter-
nal and external factors” [34].

The stable development of the financial sector includes
measures to strengthen the degree of state regulation in the
financial market which was implemented in the activities
of central banks in the following areas:

A. Reorienting the objectives of central banks. Since the
post-crisis period a transition in the activities of cen-
tral banks from solving purely monetary problems to
general economic ones has been planned. General
economic objectives are designed to solve the prob-
lems of improving the financial and investment cli-
mate, thereby contributing to financial stability, sus-
tainability and economic growth.

B. Reducing the degree of freedom and autonomy of cen-
tral banks. The provisions on the need for stricter regu-
lation of the activities of central banks and strengthen-
ing their interaction with the government were devel-
oped. At present the central bank is becoming not so
much an economic as a political and partly ideological
institution. At the national level in developed countries
a new function of the central bank is to provide finan-
cial assistance and support to banks and other financial
companies.

C. Concentration of supervisory functions in one place
and creation of a single mega-regulator of the financial
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Table 2. The results of monetary policy strategies of the National Bank in the Republic of Belarus

Period The aim of monetary policy Emission growth (%) Consumer price Exchange rate trend (%)
index growth (%)

2000-2003 Exchange rate +819,0% +194,97% -
2004-2007 Exchange rate +336,45% +27,93% -0,66%
2008-2011 Exchange rate +132,73% +86,6% +116,43%
2012-2015 Exchange rate and inflation +110,09% +58,6% +90,32%
2016-2018 Money supply +101,62% +11,1% +2,42%

market. In the process of development of the financial
market the deepening of specialization of individual fi-
nancial transactions and tools has led to the emergence
of multiple organizational forms of autonomous state
supervisory and regulatory institutions. Among them
such as the Central Bank, the Securities and Stock Ex-
change Commission, the Commodity Exchange Com-
mission, the Deposit Insurance Corporation, the Mort-
gage Lending Commission, etc. Each country has de-
veloped its own system of state organizations asso-
ciated with the regulation of individual segments of
the financial market. A situation arose when several
government institutions controlled the financial mar-
ket which accordingly led to inconsistency in their ac-
tions and results. In the process of reforming the finan-
cial system after the crisis of 2008 the functions of the
mega-regulator of the national financial markets were
gradually legislatively assigned mainly to the Central
Bank of the country.

Macroprudential policy of the National Bank plays a
key role in maintaining financial stability. This policy
solves the following tasks:

• encouraging financial intermediaries to build up addi-
tional capital and liquidity reserves in advance for those
times when they may be required;

• adjustment and alignment of credit flows in the econ-
omy. An imbalance can cause not only a shortage of
credit resources but also their excess. Unequal distribu-
tion and wasteful use of bank loans (when they are cheap
and available) can disrupt the financial market and cause
instability;

• stimulating the efficient distribution of financial re-
sources in the economy. There is always the possibility
that resources will be directed to those economic entities
that will not be able to pay off their obligations. Detect-
ing and correcting such distortions can reduce financial
risks;

• increasing the stability of the financial infrastructure,
limiting the level of concentration of risks in certain
segments, and preventing possible situations of liquid-
ity shortage in the financial market.

Macroprudential policy has an obvious advantage: it
helps to reduce risks precisely in problem segments, as it
acts point-wise maintaining macro-financial stability and
minimally affecting the economic growth.

5 Conclusions

The results of the analysis of the investment sphere, the
stages of evolution of monetary policy, its types and strate-
gies in the Republic of Belarus in the period 2000-2019
allow us to conclude that:

− in developing economies which are characterized by a
deficit of domestic investment, insufficient foreign in-
vestment, and low rates of development of the invest-
ment sphere in general, monetary methods and instru-
ments should be actively used to solve long-term tasks
of investment development and create favourable condi-
tions for stimulating investment. The monetary policy
of the Central Bank is aimed at creating and maintain-
ing price and financial stability which ultimately form
the conditions conducive to attracting investment in the
economy;

− the choice of strategies (targets) and types (monetary
expansion or restriction) of monetary policy which are
established and supported by the Central Bank demon-
strates the different nature of their impact on price and
financial stability, as well as on the results of economic
development as a whole. For Belarus the monetary
targeting policy implemented since 2016 demonstrated
the achievement of the best indicators of price and cur-
rency stability which positively influenced the invest-
ment activity of organizations and the population and,
accordingly, was reflected in the indicators of economic
growth;

− for countries with small open economies such as Belarus
the long-term investment effect of the national mone-
tary policy is largely determined by external economic
factors and the situation in the foreign exchange mar-
ket which have now become unfavourable due to the in-
creased epidemiological and political risks in the world
and in the country.
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Econometric modelling of bank activities: value-based approach to the prob-
lem loans terms’ rescheduling
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Abstract. The permanent state of the financial crisis has predictably brought to the forefront such traditional
problem of banking as problem loans. This research aims to work out an econometric approach to the solution
of the problem of loans terms’ rescheduling. For this purpose, we, firstly, treated credit as a bank’s invest-
ment project with cashflows’ chart including initial outflow (principal) and following inflows represented by
loan payments. Secondly, we combined the schematic representation of loan’s cashflows with NPV formula
accustomed to loan’s cashflows and it allowed to create the econometric models for three types of loan: clas-
sic, annuity, serial. Thirdly, for the case when borrower breaks a loan’s payment schedule and it leads to the
reduction of loan’s NPV and loss of the wealth of bank’s shareholders, respectively, we outlined special com-
pensative models of cashflows where default in payment is interpreted by the lender as an additional forced
loan. We suggested modifying the loan terms (interest rate or effective period of the loan agreement) for the
rest of payment periods. Fourthly, we laid the special compensative models of forced loans’ cashflows a top
corresponded initial cashflows of loans and this has made it possible to get formulas calculating the modified
interest rate and the additional number of loans’ payment periods with the aid of backward calculation. As a
result, we developed the econometric models of the loan terms’ modifications based on the prolongation of the
initial credit period and the increasing of the initial interest rate.

1 Introduction

1.1 Research question

Investigating the problem loan management is a continu-
ing concern within modern banking. There is a growing
body of literature that recognizes the importance of this
problem related to such aspects as the definition and iden-
tification of problem loans, detection of reasons and cir-
cumstances that lead to the occurrence of problem loans,
problem loans’ management including loans’ portfolio
management, mitigation of related risks etcetera.

Most of these studies have been conducted and repre-
sented by governmental or supranational bodies charged
with financial supervision and regulation (World Bank,
IMF, EBRD, and Basel Committee). Leading financial
corporations and banks also joined with this process. As
a result, it was developed standards, practices and other
recommendatory documents related to the management of
problem loans at the level of the banking system or bank.
Much of these documents are concerned with the necessity
to maintain the recommended level of capital adequacy.

In the case of any given loan banks are free to act at
its option. The bottom line is that bank has only two ac-
tual options to manage the existing problem loan: either
to use the right of pledge via forfeiture of the assignable

∗e-mail: onikiien@gmail.com
∗∗e-mail: dyba_m@ukr.net
∗∗∗e-mail: iuliiagern@ukr.net

assets or to reschedule the loan. The first approach is well-
known and widely used in practices. The second one can
be treated as less harmful to both bank and borrower. In
this case, the initial loan terms should be changed in such
a way as to save the expected economic effect projected
by the bank at the moment of the loan issue. However,
the value saving approach that can be used by the bank
for handling the problem of problem loans’ rescheduling
has not yet been characterized in detail and provided with
econometric tools. The successful fulfilment of the value
saving requirement will enable the bank to prevent the un-
desired reduction of the credit portfolio’s market value. At
the same time for the borrower, it could give a handle to
save the business and gain time to adapt it to the new loan
terms.

1.2 Previous researches and scientific problem

The conceptual framework of this research was based on
the wealth maximisation theory [1]. Within the context of
banking, this theory got reinterpretation where the wealth
of the bank’s shareholders directly depends on the credit
portfolio’s economic performance [2, 3]. A value-based
approach was used for the twofold purpose: first to de-
velop the econometric models for the main types of cred-
its to estimate the economic effectiveness of credit for the
lender [4], , and second to design compensative models
assuming the problem loans terms’ rescheduling to grant
the lender the planed economic effect [5]. A wide range of
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aspects on problem loans terms’ rescheduling is consid-
ered in [6, 7]. The methodological basis on econometric
models is provided in [8].

For the achievement of the intended outcomes, we pro-
ceeded four successive steps.

Firstly, credit was treated as a bank’s investment
project with its own cashflows’ chart including initial out-
flow (principal) and following inflows in the form of loan
payments.

Secondly, the usage of cash-flow diagrams for a
schematic representation of loan’s cashflows combined
with NPV formula accustomed to loan’s cashflows al-
lowed to create econometric models for three main types
of loan: classic loan, annuity loan and serial loan.

Thirdly, for the case when borrower breaks a loan’s
payment schedule and it leads to the reduction of loan’s
NPV it was outlined special compensative models of cash-
flows where default in payment is considered by the lender
as an additional forced loan. We suggested modifying
the loan terms (interest rate or effective period of the loan
agreement) for the rest of payment periods.

Fourthly, special compensative models of forced
loans’ cashflows were laid atop corresponded initial cash-
flows of loans and this combination made it possible to get
formulas calculating the modified interest rate and the ad-
ditional number of loans’ payment periods with the aid of
backward calculation.

Thus, the chosen problem is of a significant scientific
interest nowadays.

2 Main methodological assumptions of
the research

2.1 Classic loan

A classic loan is characterized by the regular interest pay-
ments and a bullet repayment of the principal’s amount at
the end of the loan term [9]. Figure 1 illustrates this case.

Figure 1. Cash flows’ chart for classic loan

The net present value (NPV) of the classic loan is:

NPV = −P + r × P ×
t∑

t=1

1
(1 + WACC)t +

P
(1 + WACC)T

(1)
where P is the principal amount, r is the interest per pe-
riod, T is the term of the loan and WACC is the weighted
average cost of capital for the lender.

Table 1 gives the initial loan’s terms for the classic
loan.

Table 1. Initial terms of the classic loan

Terms of the loan Value
Principal amount (P) UAH 10 000,00
Interest rate (r) 13%
Term of the loan (T ) 8 years
The weighted average cost
of capital for the bank (WACC) 8%

We can calculate the expected loan’s NPV using for-
mula (1) and it is UAH 2,873.32.

Let’s assume that borrower has made payments for the
first four years and is failed to pay interest instalment in
the fifth period. This situation leads to the reduction of the
expected NPV. Of course, we can recalculate the new value
for NPV using formula (1) but for descriptive reasons we
do it in a tabular form (table 2).

Table 2. Numerical illustration: cash flows and NPV calculation
for the classic loan with the missed payment, thousand UAH

Period
(t)

Interest
rate
(r), %

Cash
flow
(CFt)

Present
value
factor[

1
(1+WACC)t

]
The present
value of
cash flow[

CFt
(1+WACC)t

]
0 – -10 1 -10
1 13 1,3 0.925 1,2
2 13 1,3 0.857 1,11
3 13 1,3 0.793 1,03
4 13 1,3 0.735 0,9
5 13 - 0.68 -
6 13 1,3 0.63 0,82
7 13 1,3 0.58 0,76
8 13 10,3 0.54 6,1

NPV= 1,98

As we can see the single missed payment decreases
loan’s NPV by UAH 884.76 (UAH 2,873.32 – UAH
1,988.56).

Taking into account that in this case, we deal with
the unsecured loan without opportunity for the lender to
get the principal of the loan back, we have two economi-
cally viable alternatives to offset a loss of the loan’s value
(NPV): either to increase the interest rate for the rest of
periods or to prolong the effective period of the loan agree-
ment.

2.2 Increasing of interest rate

In this case, the statement of the problem is simple.
It is necessary to offset a loss of the loan’s value

(caused by missed interest payment (figure 2)) using the
modified (increased) interest rate for the rest of the loan
period.

To solve this problem, it is proposed to formalize the
problem by replacement of actual data with disposal vari-
ables.
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Figure 2. Cash flows charts

The comparison of this cash flow charts shows the ab-
sence of one payment (figure 2).

The missed payment (P × r) can be treated by bank
both as cash outflow and as a forced extraordinary loan at
this period marked as T ′.

In our case the principal amount of this forced credit
can be compensated by annuity payment (marked as A) for
the rest of periods (]T ′; T ]) (figure 3).

Figure 3. Cash flow for the rest of periods

The amount of this additional annuity payment can be
derivable from the equation:

r × P = A ×
[

1
WACC

−
1

WACC × (1 + WACC)T−T ′

]
(2)

The additional annuity payment is:

A =
r × P

1
WACC −

1
WACC×(1+WACC)T−T ′

(3)

The amount of this additional annuity payment can be
added to the original loan’s interest payment.

This is shown within the figure 4.
In this particular case, the amount of an additional an-

nuity payment that is to be added to the initial interest pay-
ment is UAH 504.44.

The modified interest rate (r′) for the rest of periods
(]T ′; T ]) after the missed interest payment at the period T ′

Figure 4. Cash flow for the modified payment

is:
r′[T ′;T ] =

A + rtimesP
P

=
A
P

+ r (4)

On substituting (3) into (4) we get the primary case

r′[T ′;T ] =

r×P
1

WACC −
1

WACC×(1+WACC)T−T ′

P
+ r (5)

and these after simplification:

r′[T ′;T ] = r ×

 WACC

1 − 1
1+WACC

T−T ′ + 1

 (6)

In the case under consideration, the modified interest
rate (r′) for the rest of periods (]5; 8]) after the missed in-
terest payment at the period 5 is 18.04% and checking cal-
culation is represented in table 3.

Table 3. Numerical illustration: cash flows and NPV calculation
for the classic loan with the missed payment and modified

interest rate, thousand UAH

Period
(t)

Interest
rate
(r), %

Cash
flow
(CFt)

Present
value
factor[

1
(1+WACC)t

]
The present
value of
cash flow[

CFt
(1+WACC)t

]
0 – -10 1 -10
1 13 1,3 0.925 1,2
2 13 1,3 0.857 1,11
3 13 1,3 0.793 1,03
4 13 1,3 0.735 0,9
5 13 - 0.68 -
6 18,04 1,8 0.63 1,13
7 18,04 1,8 0.58 1,05
8 18,04 11,8 0.54 6,377

NPV= 2,873

2.3 Prolongation of the effective period of the loan
agreement

An alternative solution to the problem is to prolong the
effective period of the loan agreement.

Consequently, it is necessary to compensate for the
loss loan’s NPV (UAH 884.76) caused by the missed in-
terest payment at the 5th period.

3
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The simplest solution is to use the step-by-step pro-
longation procedure by adding one after one payment pe-
riods until the loan’s NPV reach the target value (UAH
2,873.32).

This approach represented in table 4.

As table 4 shows that it is possible to compensate the
loss loan’s NPV caused by the missed interest payment on
the basis of adding four new payment periods and the new
loan term is meant to be almost 12 years.

The above method can be treated as a one based on
empirical judgments but not on value-based computational
approach.

It needs a great number of iterations to get the result
and does not provide the problem’s solution in a formal-
ized manner.

In the furtherance of this goal, the first thing we have
to do is to chart additional cash flows that can arise out of
the loan’s prolongation (figure 5).

Figure 5. Cash flow for the forced loan in the case of loan pro-
longation

This chart depicts only those cash flows which first,
occurred as a result of failure to pay on the due date (out-
flows): an interest payment on period T ′ (in this case
T ′ = 5) and absence of repayment of principal P on a loan
at period T . Secondly, it shows additional interest pay-
ments (r×P) over the time of N additional payment periods
added to the initial effective period of the loan agreement
and repayment of principal (P) at the end (T + N).

The loss of the loan’s original NPV due to the missed
interest payment is:

NPVloss =
r × P

(1 + WACC)T ′ +
P

(1 + WACC)T (7)

NPV of additional cash flows over the time of N addi-
tional payment periods is:

NPVCFadd = r × P ×

 T+N∑
t=T+1

1
(1 + WACC)T

 +

+
P

(1 + WACC)T+N (8)

Taking into account that interest payments are annu-
ities, formula (7) may be expressed as follows:

NPVCFadd =
1

(1 + WACC)T ×

×

[
1

(1 + WACC)T −
P

(1 + WACC)T+N

]
+

P
(1 + WACC)T+N

(9)

Now it is possible to equate the loss of the loan’s origi-
nal NPV due to the missed interest payment (6) with NPV
of additional cash flows over the time of N additional pay-
ment periods:

NPVloss = NPVCFadd (10)

or

r × P
(1 + WACC)T +

P
(1 + WACC)T =

=
r × P

WACC ∗ (1 + WACC)T ×

×

[
1 −

1
(1 + WACC)N

]
+

P
(1 + WACC)T ×

1
(1 + WACC)N

(11)

The deduced equation (10) contains the only one un-
known variable we need – the number of additional pay-
ment periods (N):

N =
ln

(
WACC−r

WACC×(r×(1+WACC)T−T ′+1)−r

)
ln(1 + WACC)

(12)

In the case under consideration the number of addi-
tional payment periods N = 3.95.

Thus, the lender must prolong the effective period of
the loan agreement up to 11.95 years to compensate the
loan’s loss of NPV (UAH 884.76) caused by the missed
interest payment at the 5th period on the assumption that
interest rate on this loan stays fixed.

2.4 Annuity loan case

An annuity loan is characterized by the instalment in all
periods being of an equal amount CFann. Period by period
the loan is settled and because the loan outstanding thereby
is being reduced, the interest will period by period become
less and the repayments equally higher. Figure 6 illustrates
this case.

The expected net present value of the annuity loan is:

NPV = −P + CFann ×

T∑
t=1

1
1 + WACC)t , (13)

where CFann is equal in all periodic instalments.
Table 5 gives the initial loan’s terms for the annuity

loan.
We can calculate the expected loan’s NPV using for-

mula (12) and it is 2,873.32.
Let’s assume that borrower has made payments for the

first four years and is failed to pay an instalment at the

4
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Table 4. Numerical illustration: cash flows and NPV calculation for the classic loan with the missed payment and prolongation of the
loan’s effective period of the agreement (step-by-step prolongation procedure), thousands UAH

Period (t) Additional
period
(t + 1)

Cash flow
(CFt)

Present
value factor[

1
(1+WACC)t

] The present value of
cash flow

[
CFt

(1+WACC)t

] Cumulated NPV[
−K +

∑T+N
t=1

CFt
(1+WACC)t

]
0 -10 1 -10 -10
1 1,3 0,92 1,2 -8,79
2 1,3 0,85 1,1 -7,68
3 1,3 0,79 1,03 -6,64
4 1,3 0,73 0 ,9 -5,69
5 0 0,68 0 -5,69
6 1,3 0,63 0,8 -4,87
7 1,3 0,58 0,75 -4,11
8 1,3 0,54 0,7 -3 41
9 1 1,3 0,5 0,65 -2,76
10 2 1,3 0,46 0,6 -2,16
11 3 1,3 0,42 0,55 -1,6
12 4 11,3 0,39 4,487 2,883

NPV = 2,883

Figure 6. Cash flow for the annuity loan

Table 5. Initial terms of the annuity loan

Terms of the loan Value
Principal amount (P) UAH 10
Installment per period (CFann) UAH 2,24
Term of the loan (T ) 8
The weighted average cost
of capital for the bank (WACC) 8%

5th period. This situation leads to the reduction of the ex-
pected NPV. We could recalculate the new value for NPV
using formula (12) but for descriptive reasons we did it in
a tabular form (table 6).

As we can see the single missed payment decreases
the loan’s NPV by UAH 1524.61 (UAH 2873.32 – UAH
1348.71). Considering that in this case, we deal with the
unsecured loan without opportunity for the lender to get
the principal of the loan back, we have two economically
viable options to compensate the loss of the loan’s value:
either to increase the instalment for the rest of periods or
to prolong the effective period of the loan agreement.

Table 6. Numerical illustration: cash flows and NPV calculation
for the annuity loan with the missed payment, thousands UAH

Period
(t)

Cash
flow
(CFt)

Present value
factor

[
1

(1+WACC)t

] The present
value of cash
flow

[
CFt

(1+WACC)t

]
0 -10 1 -10
1 2,24 0,925 2,07
2 2,24 0,857 1,92
3 2,24 0,793 1,78
4 2,24 0,735 1,65
5 0 0,680 0
6 2,24 0,630 1,41
7 2,24 0,583 1,3
8 2,24 0,540 1,21

NPV = 1348,71

2.5 Increasing of instalments

In this case, the statement of task is simple. There is a need
to compensate a loss of the loan’s NPV (caused by missed
instalment) using the increased value of instalment.

To solve this problem, it is proposed to formalize the
problem by replacement of actual data with disposal vari-
ables.

The comparison of cash flow charts (figure 7) shows
the absence of one payment (instalment). The missed pay-
ment (CFann) can be treated by bank both as a cash outflow
and (in our case) as a forced extraordinary loan at this pe-
riod marked as T ′ in the case when the lender is ready to
increase the instalment.

Similarly, with the classic loan’s approach it is possible
to derive an equation of the additional annuity payment
(A) for the rest of periods (]T ′; T ]):

CFann = A
[

1
WACC

−
1

WACC × (1 + WACC)T−T ′

]
(14)

5
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Figure 7. Cash flows

Figure 8. Cash flow for the forced loan to compensate the loss
of the loans’ NPV caused by missed instalments

The additional annuity payment is:

A = CFann ×

 WACC
1 − 1

(1+WACC)T−T ′

 (15)

The amount of this additional annuity payment (A) can
be added to the original loan’s instalment (figure 9).

Figure 9. Cash flow for the modified annuity

In the case under consideration (table 5), the additional
annuity payment for the rest of periods (]5′; 8]) after the
missed instalment (2,240.15) at the period 5 is 869.25.

Checking calculation is represented in table 7.

Table 7. Numerical illustration: cash flows and NPV’s
calculation for the annuity loan with the missed payment and

modified instalment, thousand UAH

Period
(t)

Cash
flow
(CFt)

Compen-
satory
cash
flow
(A)

Summary
cash
flow
(CF′t =

CFt +

A)

Present
value
factor[

1
(1+WACC)t

]
The
present
value of
cash flow[

CFt
(1+WACC)t

]
0 -10 - -10 1 -10
1 2,24 - 2,24 0,92 2,07
2 2,24 - 2,24 0,85 1,92
3 2,24 - 2,24 0,79 1,78
4 2,24 - 2,24 0,73 1,64
5 - - - 0,68 0,00
6 2,24 0,86 3,1 0,63 1,95
7 2,24 0,86 3,1 0,58 1,81
8 2,24 0,86 3,1 0,54 1,67

NPV= 2,873.32

2.6 Prolongation of the effective period of the loan
agreement

Let’s assume that borrower has made payments for the first
four years and is failed to pay an instalment at the 5th pe-
riod. This situation leads to the reduction of the loan’s
expected NPV (table 6). The cash flow model of the com-
pensatory forced loan is displayed graphically in figure 10.

Figure 10. Cash flow for the forced loan to compensate the loss
of the loans’ CF caused by missed instalments via prolongation

This chart depicts only those cash flows which first,
occurred as a result of failure to pay on the due date (out-
flow): an instalment payment (−CFann) on period T ′ (in
this case T ′ = 5). Secondly, it shows additional instal-
ment payments (CFann) over the time of N additional pay-
ment periods added to the initial effective period of the
loan agreement T + N.

The loss of the loan’s original NPV due to the missed
instalment is:

NPVloss =
CFann

(1 + WACC)T (16)

NPV of additional cash flows (instalments) over the
time of N additional payment periods ([T + 1; T + N]) is:

NPVCFadd =
CFann

WACC × (1 + WACC)T ×

×

[
1 −

1
(1 + WACC)N

]
(17)
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Now it is possible to equate the loss of the loan’s orig-
inal NPV due to the missed payment (15) with NPV of
additional cash flows (instalments) over the time of N ad-
ditional payment periods (16):

NPVloss= NPV CFadd, (18)

or

CFann

(1 + WACC)T ′ =
CFann

WACC × (1 + WACC)T ×

×

[
1 −

1
(1 + WACC)N

]
(19)

After simplification

1
(1 + WACC)N = 1 −WACC × (1 + WACC)T−T ′ (20)

The deduced equation (19) contains the only one un-
known variable we need – the number of the additional
payment periods (N):

N =
ln

(
1

1−WACC×(1+WACC)T−T ′

)
ln(1 + WACC)

. (21)

This formula shows that the number of additional pay-
ment periods (N) depends only on the original term of the
loan (T ), lender’s cost of capital (WACC) and the missed
payment’s numerical order (T ′).

In the case under consideration (missed instalment at
the period T ′ = 5) the number of additional payment peri-
ods (prolongation) (N) is 1.38.

Thus, the lender must prolong the effective period of
the loan agreement up to 9.38 years to compensate the
loan’s loss of NPV caused by the missed interest payment
at the 5th period on the assumption that interest rate on this
loan stays fixed.

2.7 Increasing of interest rate

It is to be noted that we have the missed payment at the
period T ′ that is composed of the fixed part of the principal
amount P

T and accrued interest.
Hence, this sum of the missed payment at the period

T ′ can be treated as a cash outflow CFT ′ :

CFT ′ =
P
T

+ r ×
(
P − (T ′ − 1) ×

P
T

)
(22)

or

CFT ′ = P ×
(

1
T

+ r ×
(
1 −

T ′ − 1
T

))
(23)

Compensation for these losses, considering the time
value of money, is to be made by increasing the loan’s in-
terest rate accruing on the rest of the main debts’ payments
over a period ]T ′; T ] (figure 11).

This statement can be written as:

PVr′
]T ′;T ] − PVr

]T ′;T ] = CFT (24)

Figure 11. Cash flow chart

In equation (24) PVr′
]T ′;T ] is the present value of the

loans’ cash flows that will be generated using modified in-
terest rate r′ for payment periods that are followed by the
missed payment (]T ′; T ]):

PVr′
]T ′;T ] =

T−T ′∑
t=1

 K
T + K × r′ ×

(
1 − T ′−1+t

T

)
(1 + WACC)t

 (25)

PVr
]T ′;T ] is the present value of the loans’ cash flows

that could be generated using the original interest rate r for
payment periods that are followed by the missed payment
(]T ′; T ]):

PVr
]T ′;T ] =

T−T ′∑
t=1

 K
T + K × r ×

(
1 − T ′−1+t

T

)
(1 + WACC)t

 (26)

Consequently, the left side of an equation (25) is

PVr′
]T ′;T ]−PVr

]T ′;T ] = P×(r′−r)×
T−T ′∑
t=1

1 − T ′−1+t
T

(1 + WACC)t (27)

Substitution of (26) and (22) for (25) yields equation
(27) containing the only one unknown variable – the mod-
ified interest rate r′ for payment periods that are followed
by the missed payment (]T ′; T ]):

r′ =

1
T + r ×

(
1 − T ′−1

T

)
∑T−T ′

t=1
1− T ′−1+t

T
(1+WACC)t

+ r (28)

where T is the loan’s term, r is the original interest rate,
WACC is the bank’s cost of capital, and T ′ is the payment
period’s consecutive number with the missed payment.

In the case under consideration, the modified interest
rate (r′) for the rest of periods (]5′; 8]) followed by the
missed payment at the period 5 is 41,75% and checking
calculation is represented in table 8.

3 Discussion

In this study the combination of econometric and value-
based approaches was used to develop the cash-flow based
econometric models for the main types of bank loans. The
proposed models are based on the assumption that any
loan can be presented as the bank’s investment project with
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Table 8. Numerical illustration: cash flows and NPV calculation for the serial loan with the missed payment and modified interest
rate, thousands UAH

Period
(t)

Repayment[
P
T

] Remaining
principal of
the loan

Interest
rate,
%

Interest
pay-
ment

Cash
flow
(CFt)

Present
value factor[

1
(1+WACC)t

] The present value
of cash flow[

CFt
(1+WACC)t

] Cumulated
NPV

0 - 10 13 - -10 1 -10 -10
1 1,25 10 13 1,3 2,5 0.92 2,36 -7,63
2 1,25 8,7 13 1,13 2,3 0.85 2,04 -5,59
3 1,25 7,5 13 0,97 2,2 0.79 1,76 -3,82
4 1,25 6,25 13 0,81 2,06 0.73 1,51 -2,3
5 - 6,25 13 - 0.00 0.68 0,00 -2,3
6 1,25 3,75 41,75 1,56 2,81 0.63 1,77 -0,5
7 1,25 2,5 41,75 1,04 2,29 0.58 1,33 0,8
8 1,25 1,25 41,75 0,52 1,77 0.54 0,95 1,76

NPV = 1,760,44

such attributes as initial outflow (principal), following in-
flows in the form of loan payments and bank’s cost of cap-
ital. We deduced the formulas for calculating the expected
net present value for classic (1), annuity (12), and serial
(19) loans that can be used as a targeted measure of the
loan’s economic effect for a bank at the moment of loan is-
sue. For the cases of problem loans where borrower breaks
the loan’s payment schedule and it leads to the reduction
of the loan’s expected NPV we developed calculating for-
mulas for the loan terms’ rescheduling:

• recalculation of the interest rate (5) and prolongation of
the effective period of the loan agreement for a classic
loan (11);

• recalculation of the instalment (14) and prolongation of
the effective period of the loan agreement for annuity
loan (21);

• recalculation of the interest rate for a serial loan (27).

This study has several strengths. First, the pro-
posed value-based approach to the problem loans terms’
rescheduling by its nature is economically feasible and eq-
uitable upon both parties and excludes prejudiced attitude.
Second, the developed calculating formulas are simple for
use in practical work and can be easily automated and in-
corporated in the existing dashboard of credit monitoring.
Third, there is no need for credit officer to prepare some
special data for calculation – all necessary data are kept
handy at all times.

The findings in this study are subject to several lim-
itations. First, the assumption as to whether the cost of
capital for the lender is non-fluctuating is quite disputable.
Secondly, it is intentionally supposed that borrower is not
able to meet the credit payment 1) in full, 2) only once,
3) at the definite period. For cases when default in pay-
ment happens more than once, the proposed in these study
formulas can be used over and over again. Thirdly, we as-
sumed that borrower would not be able to meet the credit
payment only once and would be able to service a loan in
the future. For confirming this favourable scenario bank
needs to make a new long-time forecast of borrower’s
creditworthiness and liquidity and check it regularly.

It has previously been found that much of the current
literature focuses on one particularly important aspect of
the cause of bank insolvency: the relationship between
non-performing loans and bank failure (e.g. [10, 11]).
Some authors have considered the macroeconomic effects
of the problem and nonperforming loans on banking sys-
tems [12–14]. The study [15] presents some bed loans’
management methods that already exist in the literature
and makes a clear distinction between the ex-post and ex-
ante management of such loans. The different characteris-
tics of informal restructurings and of enhanced and hybrid
debt restructurings are covered by the study were repre-
sented in [16]. Kryklii et al. described the domain role of
the bank’s problem loans management system in the strat-
egy of the problem debts’ mitigation [17]. The restructur-
ing techniques like debt-equity swap and write-offs to ease
debtors’ debts and to help viable businesses to successfully
survive recession have been analyzed by Dedu [18]. The
duration models to analyze the factors affecting the dura-
tion of private debt restructuring for distressed firms were
represented by Jiang-Chuan et al [19].

In this research, we intentionally did not analyze the
regulatory approaches related to the banking system en-
tirely and focused attention only on the ex-post problem
loans’ management at the level of a given bank. Therefore,
our study odds to the previous knowledge: banks can use
the value-based econometric approaches in the process of
problem loans’ terms rescheduling to prevent the reducing
their value.

These findings are likely to have practical conse-
quences. First, the developed formulas for calculation of
loan’s NPV can help banks to assess the expected eco-
nomic effect of the loan at the process of loan approval
as well as to assess the value of credit portfolio for the
analytical purposes. Second, the use of formulas related
to the problem loan terms’ restructuring can not only sim-
plify the procedure and provide the economically feasible
equitable decisions but also help viable businesses to suc-
cessfully survive the recession.

The proposed econometric approach is based on the
single-variable econometric models. For the future, more
research is required to develop a deeper understanding of
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the relationships between two recommended approaches:
increasing of interest rate and prolongation of the effective
period of the loan agreement. These approaches are not
mutually exclusive and can be combined. It allows set-
ting basic parameters for the two-factor model where the
fractional increase of one parameter leads to fractional re-
ducing of another one. All one has to do is to solve the
two-variable equation with a modified interest rate (r) and
additional loan term (N):

E(NPV) = f (N, r′), (29)

where E(NPV) is the expected initial NPV of a loan for
the lender.

The solution of this equation will be a feasible solu-
tion set where all optimal combination presented on the
trending graph (figure 12).

Figure 12. Two-factor model for loan terms’ reformating

To the right of trending graph there is an area of sub-
optimal solutions where loan’s virtual NPV for lender out-
numbers the expected initial E(NPV) of a loan and to the
left of trending graph vice versa. For practical application,
the feasible solution set can be reduced through the use of
whole-number values for additional payment periods (N)
according to the repayment terms of a loan: month, quarter
or year.

4 Conclusions

This study set out to develop the econometric models and
applied approaches to an issue of the problem loan terms’
rescheduling. This study has shown that that the NPV cri-
teria can be used for credit’s performance evaluation and
provided a way not only calculate projected increment of
credit’s present value for the lender but recalculate loan
terms if needed as well.

The key advantage of the suggested method of the
loan’s terms renegotiation consists in its focus on the use
of the value-based approach in cases where loan terms can
be reformatted with the use of either increasing of inter-
est rate or prolongation of the effective period of the loan
agreement. This is the first study that has provided a lender
with formulas for the loan terms’ rescheduling.

At practice, restructuring or rescheduling exercise
may result in variation to the existing terms of the
loan/financing facilities. In particular, there is a need
for further research, considering econometric modelling
of bank activities in the era of Covid-19 [20]. Addition-
ally, there is a need to consider value-based approach to
the problem loans terms’ rescheduling due to the national
economies peculiarities. More extensive study is required.
Thereby, this is the subject for future researches.
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Abstract. In this study, we present the computational method for risk assessment of the socio-economic de-
velopment of regions. An attempt has been made to develop a method for the determination of integral risk
indicators of socio-economic development based on the joint use of the methods of factor analysis and expert
evaluation. This approach has increased the reliability of the calculations and made it possible to analyze the
influence of socio-economic indicators on the risk level of socio-economic development. The integral risk indi-
cator shows the effect of the inconsistency in the level of factor provision on the socio-economic development
of the j-th region (district) in comparison with the general situation in the country (regions). The closer the
value of integral risk indicator is to 1, the higher the level of risk in this region. Using Kyiv region districts as
an example, the process of risk assessment for regional socio-economic development has been considered. The
results obtained in this investigation demonstrate that the presented computational method solves the problem
of formalization of risk assessment for the socio-economic development of regions.

1 Introduction

The market today is functioning in a turbulent environment
facing continuous change because of hyper-competition,
changing demands of customers, regulatory changes, and
technological advancement [1]. Modern world economic
conditions, economic globalization, acceleration of market
development processes, information technologies, socio-
political factors require public administration new ap-
proaches to the formation of socio-economic strategies,
development of adequate methodological solutions, and
tools in the field of governance, especially it concerns
socio-economic development management of regions [2,
3]. Using modern information technologies and new elec-
tronic communication channels significantly reduce costs
related to organization and support social activity and busi-
ness, and the new possibilities allow re-designing socio-
economic development strategy at any moment [4]. In
connection with the globalization and the processes of
post-industrial economy development, the effect of unpre-
dictability appears in the change of socio-economic sys-
tems state due to the increasing influence of economic
crises, suddenly emerging threats and risks [5–9]. One of
the urgent problems in the risk analysis of socio-economic
systems is the construction of adequate methods. This
is due to the multidimensionality of socio-economic sys-
tems, the stochasticity of their behavior, as well as the
∗e-mail: pursky_o@ukr.net
∗∗e-mail: tatiana_dubovik@i.ua
∗∗∗e-mail: i.buchatska@knute.edu.ua
∗∗∗∗e-mail: lutsenkois0802@gmail.com
†e-mail: abdanilchuk@gmail.com

complex interaction between the elements of the systems
[6, 8].

In socio-economic studies, to improve the reliability of
the procedure for assess-ment of socio-economic develop-
ment using mechanism for determining the integral indica-
tors based on factor analysis, taking into account consider
the knowledge and experience of experts [10]. Accord-
ingly, the aim of this study is to develop a reliable com-
putational method for risk assessment of regional socio-
economic development on the basis of the joint use of the
methods of factor analysis and expert evaluation. This ar-
ticle poses and solves the problem of formalization of risk
assessment for regional socio-economic development with
the Kyiv region districts as an example.

2 Computational method of risk
assessment

This section presents a method for determining the in-
tegral risk indicator of regional socio-economic develop-
ment. The method is based on a model for determina-
tion of the socio-economic development integral indicator
which is described in detail in [10]. In this model, meth-
ods of factor analysis and expert evaluations are used to
determine integral indicators. To reducing the dimension
of the feature space (socio-economic indicators), one of
the methods of factor analysis is used [11–13], the prin-
cipal component analysis (PCA) [14, 15]. Based on the
reduced set of independent factors, a single integrated in-
dicator is obtained, which combine all these factors in the

© The Authors, published by EDP Sciences. This is an open access article distributed under the terms of the Creative Commons Attribution License 4.0
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best way [15, 16]. The main disadvantage of factor anal-
ysis methods is the reliability of the conclusions, in par-
ticular, in this model of determining the integral indicators
[10], the weight of the factor is determined by the disper-
sion of initial indicators, which is not always reliable in
socio-economic studies, since in this case the importance
of indicators for the socio-economic system is not taken
into account [10, 16, 17]. Therefore, within the frame-
work of this model, in order to increase the reliability of
the algorithm for determining the integral indicators based
on factor analysis, expert evaluation procedures have been
introduced in the mechanism of determining the weight
of the factors [10, 18, 19]. In this case, the generalized
weight of factors that takes into account both the weight
of the factor, determined on the basis of expert evaluations,
and the weight of the factor determined statistically, can be
obtained as the weighted average of these two evaluations
[10, 20]:

wi = (qi + νi)
/ n∑

i=1

(qi + νi), (1)

where qi = qi

/
n∑
i

qi, νi = νi

/
n∑
i
νi are expert and statisti-

cal (factor analysis) weighted coefficients of the factor, re-
spectively. Thus, the complex indicator of socio-economic
development for j-th region is calculated as the sum of fac-
tors with the corresponding weighted average weight co-
efficients wi [10]:

I j =

n∑
i=1

wiFi j ( j = 1, 2, ..., n), (2)

where n is a number of factors; Fi j is the value of the i-
th factor for the j-th object (region). Taking into account
the proposed complex indicators of socio-economic devel-
opment (2), the value of the integral risk indicator R in
the region can be calculated using the following formula
[21, 22]:

R j = 1 −

(
I j

/
Iavg

)
m

, (3)

where R j is the integral risk assessment for socio-
economic development of j-th region; Iavg is the numer-
ical value of the complex indicator I in average in study
regions; m is the number of factors. In this formula (3),
the risk assessment is calculated taking into account the
average value of the complex indicator Iavg for all regions
and the number of factors. In this case, the risk R j varies
in the range from 0 to 1. The integral indicator R j shows
the effect of the inconsistency in the level of factor provi-
sion on the socio-economic development of the j-th region
(district) in comparison with the general situation in the
country (regions). The closer the value of R j is to 1, the
higher the level of risk in this region.

Figure 1 illustrates a general scheme of the devel-
oped computational method for determining the regional
socio-economic development integral risk indicator. This
method makes it possible to develop a procedure for au-

tomated data processing of socio-economic research and
includes the following stages:

1 stage. The entering of values of indicators of socio-
economic development and expert evaluations in
the form of the matrix of indicators and the ma-
trix of expert evaluations of indicators, followed
by its normalization to a single scale of measure-
ments.

2 stage. The calculation of the pairwise correlations ma-
trix and determination of its eigenvalues and
eigenvectors.

3 stage. Obtaining a matrix of factors by multiplying the
normalized matrix of indicators and the matrix
of eigenvectors, and normalization of factors and
calculation of their variance.

4 stage. Determining the number of N factors included in
the integral risk indicator (figure 1) on the basis
of eigenvalues of the matrix of pairwise correla-
tions of indicators and the given boundary value
L dispersion of normalized indicators or in other
words – a sampling of the minimum number of
factors with maximal eigenvalues λi is made, the
sum values of which are not less than nL [10].

5 stage. Determining the relative contribution %(Fi) of
each of the N factors in the description of the to-
tal dispersion of all n indicators as the ratio of the
eigenvalue λi of the factor Fi to the total disper-
sion of the features, which is also equal to n:

N∑
i=1

λi ≥ nL,%(Fi) = λi

/∑
λi = λi/n (4)

6 stage. The determination of the experts competence and
calculation of Kendall’s coefficient of concor-
dance for evaluation of the consistency of their
conclusions.

7 stage. The determination of weighting coefficients of
factors (1) included in the integrated indicators
(2).

8 stage. The calculation of integral risk indicators of re-
gional socio-economic development (3) and the
visualization of the results of data processing.

3 Risk assessment for regional
socio-economic development of the
Kyiv region districts

In this section, we consider the process of risk assessment
for regional socio-economic development in accordance
with the developed computation method for integral risk
indicators (figure 1) on the example of the Kyiv region
districts. Listed in a single scale of measurements and nor-
malized values of socio-economic indicators of districts
are presented in table 1.
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Figure 1. General scheme of the computational method for risk assessment of regional socio-economic development

According to the National State Statistics Service of
Ukraine [23], one of the main indicators that character-
ize the level regional socio-economic development are (ta-
ble 1):

(P1) Number of cars per 1000 people;

(P2) Services rendered per unit of population, UAH;

(P3) Natural increase (reduction) of the population;

(P4) Registered unemployment rate;

(P5) Average monthly salary, UAH;

(P6) Provision of housing by the population, m2 per per-
son;

(P7) The ratio of m2 of built housing to the population;

(P8) Preschool establishments per unit of population;

(P9) General educational institutions per unit of popula-
tion;

(P10) Number of crimes per 1000 people;
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Table 1. Normalized values of socio-economic indicators

Districts P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11
D1 -0,209 -0,054 -0,094 -0,129 0,077 -0,270 -0,063 -0,157 -0,171 0,065 -0,310
D2 -0,069 -0,075 -0,461 0,186 -0,005 0,294 -0,049 -0,027 -0,062 -0,240 -0,301
D3 0,044 -0,050 -0,088 0,300 0,253 -0,108 -0,068 -0,252 -0,298 -0,465 -0,236
D4 -0,077 0,016 0,005 0,174 0,223 -0,005 0,005 -0,142 -0,221 -0,287 -0,328
D5 0,468 -0,026 0,027 0,199 0,004 0,046 -0,031 0,111 0,058 -0,220 0,129
D6 0,036 0,013 -0,130 -0,129 0,255 -0,228 0,011 0,018 -0,053 0,097 -0,063
D7 -0,109 -0,071 -0,312 0,174 -0,173 -0,330 -0,001 -0,084 -0,044 -0,167 -0,312
D8 0,048 0,219 0,127 0,161 0,026 0,251 0,038 -0,211 0,021 -0,172 0,004
D9 -0,035 -0,086 0,131 -0,192 0,360 -0,142 -0,066 -0,043 -0,072 0,110 -0,090
D10 -0,170 -0,064 0,110 0,123 -0,219 0,054 -0,069 -0,219 -0,139 0,076 -0,175
D11 -0,125 -0,061 -0,131 0,035 -0,259 0,037 -0,064 -0,243 -0,014 0,066 0,087
D12 0,475 -0,067 -0,030 0,110 -0,058 -0,288 -0,049 0,071 0,020 -0,071 0,209
D13 -0,193 0,928 0,466 -0,205 -0,129 0,089 0,948 0,594 0,671 0,200 0,250
D14 -0,128 -0,052 -0,102 0,186 0,331 0,037 -0,037 0,014 0,027 -0,147 -0,071
D15 0,085 -0,041 -0,006 -0,381 -0,219 0,183 -0,061 0,110 0,229 0,306 0,181
D16 -0,170 0,073 0,110 -0,230 0,067 -0,176 0,162 0,198 0,256 0,254 0,313
D17 -0,003 -0,066 -0,292 -0,230 -0,166 -0,091 -0,069 0,250 0,129 0,156 0,089
D18 -0,189 -0,086 0,338 0,060 -0,285 0,106 -0,069 -0,222 -0,288 0,159 0,206
D19 0,043 -0,077 0,226 0,161 0,151 -0,228 -0,068 -0,088 -0,190 -0,002 0,101
D20 -0,166 -0,066 -0,169 -0,167 0,270 -0,031 -0,066 0,108 0,076 0,096 -0,118
D21 0,274 -0,080 0,189 -0,066 -0,126 0,114 -0,069 0,034 -0,057 0,097 -0,081
D22 0,090 -0,067 0,043 0,174 0,084 -0,168 -0,069 -0,097 -0,166 -0,132 -0,045
D23 0,389 -0,057 0,165 0,211 -0,044 0,285 -0,069 0,056 -0,035 -0,268 -0,003
D24 -0,182 -0,082 -0,088 -0,419 -0,067 0,465 -0,063 -0,154 0,188 0,231 0,275
D25 -0,125 -0,020 -0,036 -0,104 -0,352 0,106 -0,062 0,375 0,136 0,259 0,291

(P11) Emissions of pollutants.

It should be noted that the list of indicators, de-
pending on the goals and objectives of the risk assess-
ing, may change, thereby changing its emphasis. Thus,
for the Kyiv region we have a matrix of initial socio-
economic indicators in the size of 25 × 11 (25 districts
of the Kyiv region: Baryshivsky (D1), Bilotserkivsky
(D2), Boguslavsky (D3), Boryspilsky (D4), Borodyan-
sky (D5), Brovarsky (D6), Vasylkivsky (D7), Vyshgorod
(D8), Volodarsky (D9), Zgurivsky (D10), Ivankivsky
(D11), Kagarlytsky (D12), Kyiv-Sviatoshynsky (13),
Makarivsky (D14), Myronivsky (D15), Obukhovsky
(D16), Perejaslav-Khmelnytsky (D17), Polissya (D18),
Rokytnyansky (D19), Skvyrsky (D20), Stavyshchensky
(D21), Tarashchansky (D22), Tetiivsky (D23), Fastivsky
(D24), Yahotynsky (D25)).

On the basis of the normalized matrix of socio-
economic indicators (table 1), the pairwise correlations
matrix of indicators is dimensioned 11 × 11. For the
pairwise correlations matrix of indicators, we determine
eigenvalues λ (table 2) and eigenvectors X. The matrix of
factors F is obtained by multiplying the normalized matrix
of socio-economic indicators (table 1) into the matrix of
the eigenvectors of the pairwise correlations matrix. The
obtained factors are normalized. The normalized factor
matrix is used to calculate the matrix of correlations be-
tween factors and indicators of socio-economic develop-
ment that is required for the interpretation of factors.

On the basis of the calculated eigenvalues of the pair-
wise correlations matrix (table 2) and the given threshold

L of the dispersion for normalized socioeconomic indica-
tors (table 1), the formula (4) determines the number of N
factors in the integral risk indicator. In this case, the num-
ber of main components (factors) must be used, which ex-
haust at least 60-70% of the variance of the initial random
variables. For example, at a given threshold of 0,6 from
table 2 it is necessary to select N factors with maximal
eigenvalues, the sum of values of which is not less than
0, 6 × 11 = 6,6. The sum of the first three eigenvalues λ
is 7,49 that is the integral index consists of the first three
factors (N = 3) that explain approximately 68% (see for-
mula 4) of the variance of the initial data (table 2). The
calculate matrix of correlations between the normalized
socio-economic indicators and the factors shows, which
indicators are included in the given three factors (with the
value of the variance of the indicators should not be less
than the given limit value of 0,6). Table 3 shows the struc-
ture of factors: the coefficient of correlation between the
indicators and factors in which they are included, statisti-
cal and expert weights coefficients and weighted average
weight coefficient of factors. The first factor included the
first four indicators: 1) the number of cars per 1000 peo-
ple; 2) services rendered per unit of population; 3) natu-
ral increase (reduction) of the population; 4) the level of
registered unemployment. The second factor included the
eleventh indicator – emissions of pollutants. The third fac-
tor entered the seventh indicator – the ratio m2 of the built
housing to the population.

By multiplying the obtained factors by the correspond-
ing weighted average weight coefficients of factors, by for-

4

SHS Web of Conferences 107, 10001 (2021) https://doi.org/10.1051/shsconf/202110710001
M3E2 2021



Table 2. Eigenvalues of the pairwise correlation matrix of indicators

λ 4,565 1,733 1,193 0,931 0,764 0,587 0,495 0,364 0,244 0,097 0,022
%(Fi) 41,51% 15,76% 10,85% 8,46% 6,95% 5,34% 4,50% 3,31% 2,22% 0,89% 0,20%∑

% 41,51% 57,27% 68,11% 76,58% 83,53% 88,87% 93,37% 96,69% 98,91% 99,80% 100,00%

Table 3. Structure of factors and their weight coefficients

Factors
Socio-

economic
indicators

Correlation
coefficient

Statistical
weight

coefficient

Experts
weight

coefficient

Weighted
average weight

coefficient

F1

P1 0,912

0,456 0,269 0,363P2 0,873
P3 0,741
P4 0,647

F2 P11 0,794 0,293 0,086 0,191
F3 P7 0,663 0,251 0,644 0,446

mula (2) we obtain the values of integral risk indicators
according to formula (3) that allow ranking the regions in
terms of their risk assessment of socio-economic develop-
ment (figure 2). In table 4 calculations results of integral
risk indicators R j of social and economic development of
Kyiv region districts are presented. It is also worth noting
that for a better understanding of the calculation proce-
dures should be carefully study the model that presented
in [10].

4 Conclusions

The obtained results demonstrate that the presented com-
putational method solves the problem of formalization of
risk assessment for the socio-economic development and
can be used to analyze and predict the socio-economic
situation in the region. In the framework of the pre-
sented method by changing the values of socio-economic
indicators, it is possible to analyze and model the socio-
economic situation in the region, which undoubtedly pro-
vides management with valuable information on possi-
ble risks and directions of effective strategies for socio-
economic development. The management receives not
only an adequate assessment of the risk level of socio-
economic development of the region, but also the opportu-
nity to determine the immediate causes and consequences
that shape the current and future socio-economic situation
in the region. The results of modeling the process of as-
sessing the level of socio-economic development of Kyiv
region showed that the main advantages of the method of
determining the integrated risk indicators are the possibil-
ity of studying correlations between socio-economic in-
dicators, between indicators and factors, interpretation of
factors, determining negative and positive characteristics
of socio-economic situations in context of research ob-
jects. The proposed method for risk assessment makes it
possible to implement a unified approach to data analysis
and to ensure the efficiency of constructing integral risk
indicators.
This study was supported by the Ministry of Education and Sci-
ence of Ukraine, Project No. 0112U000635, “Development and

implementation of the modern information systems and tech-
nologies in the socio-economic activities”.

References

[1] A. Raman, S. Bharadwaj, J. Mukherjee, International
Journal Business Information Systems 27 (2018)

[2] S. Belew, J. Elad, Starting an Online Business All-
in-One for Dummies, 3rd edn. (For Dummies, New
Jersey, 2017)

[3] O. Pursky, T. Dubovyk, I. Moroz, I. Buchatska,
A. Savchuk, CEUR Workshop Proceedings 2422, 15
(2019)

[4] O.I. Pursky, B.V. Grynyuk, D.A. Shestopal, Ak-
tual’ni Problemy Ekonomiky = Actual Problems in
Economics p. 407 (2016)

[5] D. Chernov, D. Sornette, Critical risks of different
economic sectors (Springer, 2020)

[6] K. Pitilakis, P. Franchin, B. Khazai, H. Wenzel,
SYNER-G: systemic seismic vulnerability and risk
assessment of complex urban, utility, lifeline sys-
tems and critical facilities: methodology and appli-
cations, Vol. 31 (Springer, 2014)

[7] M. Machina, W.K. Viscusi, Handbook of the Eco-
nomics of Risk and Uncertainty (North Holland, Am-
sterdam, 2014)

[8] S. Ashmarina, M. Vochozka, Sustainable Growth
and Development of Economic Systems (Springer,
2019)

[9] H. Danylchuk, L. Kibalnyk, O. Serdiuk, CEUR
Workshop Proceedings 2224, 211 (2019)

[10] O. Pursky, T. Dubovyk, I. Gamova, I. Buchatska,
CEUR Workshop Proceedings 2393, 919 (2019)

[11] K. Adachi, Matrix-based introduction to multivari-
ate data analysis (Springer, 2020)

[12] K.A. Pituch, J.P. Stevens, Applied multivariate statis-
tics for the social sciences: Analyses with SAS and
IBM’s SPSS (Routledge, 2015)

[13] K. Vehkalahti, B.S. Everitt, Multivariate analysis for
the behavioral sciences (CRC Press, 2018)

5

SHS Web of Conferences 107, 10001 (2021) https://doi.org/10.1051/shsconf/202110710001
M3E2 2021



Table 4. The value of integral risk indicators of socio-economic development calculated for Kyiv region districts

Districts R j Districts R j Districts R j Districts R j Districts R j

D9 0,805 D22 0,744 D15 0,684 D19 0,669 D8 0,567
D16 0,803 D20 0,722 D25 0,677 D3 0,661 D14 0,553
D23 0,758 D17 0,711 D2 0,675 D24 0,636 D6 0,529
D10 0,755 D18 0,709 D1 0,671 D7 0,620 D13 0,502
D21 0,752 D12 0,704 D5 0,670 D11 0,608 D4 0,483

 

Figure 2. Ranking of regions in terms of their risk assessment of socio-economic development

[14] V. Gray, Principal Component Analysis: Methods,
Applications and Technology (Nova Science Pub.
Inc., 2017)

[15] S. Okafor, I. Okafor, Factor Analysis in Economics:
Theory and Applications (LAP Lambert Academic
Publishing, 2017)

[16] G. Di Franco, A. Marradi, Factor analysis and prin-
cipal component analysis (FrancoAngeli, 2013)

[17] W.H. Finch, Exploratory factor analysis (SAGE
Publications, 2019)

[18] S. Farhady, Expert Evaluation Game Factors (LAP
Lambert Academic Publishing, 2013)

[19] J.J. Phillips, P.P. Phillips, Handbook of training eval-
uation and measurement methods (Routledge, 2016)

[20] L. Ustinovieius, Journal of Civil Engineering and
Management 7, 321 (2001)

[21] M. Rausand, S. Haugen, Risk Assessment: Theory,
Methods, and Applications (Statistics in Practice)
(Wiley, 2020)

[22] A. Kuklin, M. Pecherkina, A. Tyrsin, A. Surina
(2017)

[23] Statistical yearbook of Ukraine for 2017 (2017)

6

SHS Web of Conferences 107, 10001 (2021) https://doi.org/10.1051/shsconf/202110710001
M3E2 2021



A forecasting the consumer price index using time series model

Volodymyr Shinkarenko1,∗, Alexey Hostryk1,∗∗, Larysa Shynkarenko2,∗∗∗, and Leonid Dolinskyi3,∗∗∗∗

1Odessa National Economic University, 8 Preobrazhenskaya Str., 65082, Odessa, Ukraine
2International Humanitarian University, 33 Fountain Road Str., 65009, Odessa, Ukraine
3University of the State Fiscal Service of Ukraine, 31 Universytetska Str., Irpin city in Kiev Region, 08201, Ukraine

Abstract. This article examines the behavior of the consumer price index in Ukraine for the period from
January 2010 to September 2020. The characteristics of the initial time series, the analysis of autocorrelation
functions made it possible to reveal the tendency of their development and the presence of annual seasonality.
To model the behavior of the consumer price index and forecast for the next months, two types of models were
used: the additive ARIMA*ARIMAS model, better known as the model of Box-Jenkins and the exponential
smoothing model with the seasonality estimate of Holt-Winters. As a result of using the STATISTICA package,
the most adequate models were built, reflecting the monthly dynamics of the consumer price index in Ukraine.
The inflation forecast was carried out on the basis of the Holt-Winters model, which has a minimum error.

1 Introduction

The pandemic caused by the spread of the COVID-19
virus around the planet has painfully affected the global
and national economy [1–4]. According to the NBU [5],
the gross domestic product of Ukraine decreased by 6% in
2020. In these conditions, one of the most pressing prob-
lems is the containment of price increases. In macroe-
conomics, the current situation is called stagflation [6],
which is characterized by an increase in prices during a
crisis in the economy. The consumer price index demon-
strates the general level of inflation in the economy and is
an indicator of the standard of living of the population and
socio-economic development. To regulate price increases,
it is necessary to model inflation based on a scientific anal-
ysis of the dynamics of the cost of goods and services.

M. Sarel [7] analyzed the possibility of a nonlinear im-
pact of the CPI on economic growth, when this indicator
is critical 108. Below this value, the CPI does not affect
growth, or may even have a slightly positive effect.

M. Kuzheliev [8] examines the impact of inflation tar-
geting and other key instruments of monetary policy on
key economic indicators in Ukraine during periods of sta-
bility and crises. This study uses econometric methods
(multidimensional regression and the model of the simul-
taneous equation), which are used for the overall and trans-
mission impact of inflation on the assessment of economic
growth. The results show that inflation does not affect (less
than 0.46 linear correlation) the basic economic indicators
during periods of real GDP growth and the quarterly CPI
level is less than 2%. On the other hand, there are signif-
icant simultaneous regressions (over 0.8 coefficient of de-
∗e-mail: shinkar@te.net.ua
∗∗e-mail: alexeyGostrik@gmail.com
∗∗∗e-mail: larysoncka@gmail.com
∗∗∗∗e-mail: dolinsky.com@gmail.com

termination) between the unemployed, real final consump-
tion expenditure, UAH exchange rate and monetary policy
instruments (discount rate, international reserves, amount
of government bonds) for periods when the quarterly CPI
(consumer price index) is more than 2%.

In papers [9, 10] presented the influence of the con-
sumer price index on the economic growth of Romania
over a period of 28 years, based on the annual data, 1991-
2018. The increase of the values of the gross domestic
product ensures a sustainable economic growth in Roma-
nia. It is proposed to use the cubic analysis model. The re-
sults obtained from the analysis show the influence of the
consumer price index (CPI) on the gross domestic product
(GDP).

The mutual influence of the growth of consumer prices
and inflationary expectations in Ukraine is studied in the
work of D. Khokhych [11]. T. Gitis [12] raises the prob-
lem of the influence of the growth of consumer prices on
the level of income of the population. The analysis of the
use of the value unit index for curbing inflation in Latin
American countries was carried out by Yu. Yereshko[13].
Forecasting the consumer price index in Ukraine for the
period of the end of 2020, the beginning of 2021 was not
previously carried out in the works.

2 Materials and methods

Inflationary processes are studied based on the monthly
consumer price index in Ukraine for the period from Jan-
uary 2010 to September 2020 according to the website of
the State Statistics Service of Ukraine [14]. The data array
was 129 variants, the units of measurement are percent-
ages up to the previous month.

The analysis of the dynamics of the series and the con-
struction of models were carried out using the STATIS-
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TICA package, which made it possible to choose the opti-
mal model with a minimum error of the forecast.

The use of the STATISTICA package to construct time
series is carefully described in [15, 16].

2.1 The Holt-Winters model or exponential
smoothing

The Holt-Winters model or exponential smoothing with a
linear trend and seasonality assessment is the progenitor
of adaptive forecasting methods [17, 18]. The complete
procedure consists of four steps:

1. Calculation of exponentially smoothed series:

Lt = α ·
Yt

S t−s
+ (1 − α) ∗ (Lt−1 + Tt−1) (1)

2. Determining the value of the trend:

Tt = β · (Lt − Lt−1) + (1 − β) ∗ Tt−1 (2)

3. Seasonality assessment:

S t = γ ·
Yt

Lt
+ (1 − γ) ∗ S t−s (3)

4. The forecast is carried out:

Yt+p = (Lt+p · Tt) + S t−s+p (4)

where are Lt – smoothed value at the time of cal-
culation; α is the smoothing coefficient of the se-
ries; S t−s – coefficient seasonality of the previous
series; Yt is the value of the period; Lt−1 – smooth-
ing value for the previous period; Tt−1 – trend value
for the previous period; Tt – the value of the trend at
the time of calculation; β – trend smoothing coeffi-
cient; S 0 – seasonality factor at the time of calcula-
tion; γ is the coefficient seasonality smoothing; Yt−p

– Holt-Winters model forecast for pperiods ahead;
p is ordinal the number to which we make a fore-
cast; S t−s+p – seasonality factor for the same period
in the last season.

Thus, on the one hand, it is necessary to increase the
statistical range and more correctly choose the smoothing
coefficients. Finding compromise values of α, β, γ is the
task of model optimization. One of the important compo-
nents is the choice of coefficients that affect the forecasting
error and subsequently the accuracy of the forecast .

2.2 Box-Jenkins model

ARIMA * ARIMA or Box-Jenkins model is an integrated
model of auto regression – variable mean and time series
analysis. Is an extension of ARMA models for non- sta-
tionary time series that can be made stationary by calcu-
lating the difference of some order from the original time
series. The ARIMA model (p, d, q) means that the time se-
ries differences of order d obey the ARIMA model (p, q).

The methodology of the model is described in detail in
[19–21].

We use the following Box-Jenkins additive models of
time series:

Yt = f (t) + S t + et (5)

where Yt is a level of time series at time t = 1, 2, ...; f (t) –
trend is traced the long-term and evolution is deterministic
in time; S t – seasonal fluctuations; et – random fluctua-
tions (white noise).

3 Results and discussion

3.1 Determining the dynamics of a series

In contrast to [22], the time series should not be reduced
to a special form, but its main characteristics should be
determined immediately.

To build a optimal model and to forecast inflationary
processes, first, the main characteristics of the dynamic
series of the consumer price index are found. They are
shown in table 1.

Table 1. Dynamic series characteristics

Descriptive Statistics (CI.sta)
Variable Mean Std.Dv. Min Max N

CI 100.89 1.82 98.7 114.00 129

The characteristics of the series show that the indica-
tor ranges from 98.7% to 114%, the standard deviation of
1.82% demonstrates that the spread of the consumer price
index is quite small.

The presence of anomalous values of 112% and 114%
in general does not affect the overall dynamics of the con-
sumer price index, so the study was conducted without re-
moving them.

To determine the general trend in the behavior of a se-
ries of data, a graph was built showing the consumer price
index and the polynomial trend n = 3 (figure 1).

Figure 1. Graph the consumer price index and the polynomial

The coefficient of determination R2 = 0.0732 shows
that there is no obvious dependence of the consumer price
index on the time of its measurement. The absence of a
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Figure 2. Histogram of the variable

trend relationship is also shown by the constructed his-
togram of the variable (figure 2).

Therefore, to model inflation and determine the indica-
tor for subsequent periods, it is necessary to use the meth-
ods of Holt-Winters and Box-Jenkins.

3.2 The Holt-Winters model

To build the model, we use the “Time series and forecast-
ing” module of the STATISTICA package. To find the op-
timal values of the model parameters, we use the “Search
on the grid” command.

The method of random search is effective with the use
of computers to solve optimization problems. The method
is based on the generation of random numbers that have a
uniform distribution in the interval [0, 1]. Random num-
bers obtained on a computer are called pseudo-random
numbers. At the first stage, a step width of 0,1 is se-
lected and all values of the coefficients α, β, γ are selected
as 0, 1n, n = 0, 1, . . . , 10. Determine the model values:
among the set of values of the coefficients are solutions α,
β, γ for which the objective function takes a high accu-
racy of value. If the forecast accuracy is insufficient, you
should reduce the step width and find new optimal values
of the coefficients.

As a result, the following optimal parameters were ob-
tained: exponential smoothing α = 0, 8; trend component
β = 0, 1 and seasonality estimate γ = 0, 1. A summary of
the error is shown in the figure 3.

Mean absolute error

MAPE =
1
n
·

n∑
i=1

|yi − yi|

yi
= 0.81 (6)

Mean squared error

MS E =

n∑
i=1

(yi − yi)
2

n
= 2.1 (7)

is small, which indicates the adequacy of the model and
high prediction accuracy. The forecast for 10 subsequent
periods is shown in figure 4.

Figure 3. Summary of error Holt-Winters model

Figure 4. Prediction results using the Holt-Winters model

To assess the forecasting accuracy, let us compare the
forecasted consumer price indices with the real ones for
October and November 2020 and calculate the relative
forecast error:

δ10,2020 =

∣∣∣∣∣∣y10,2020 − y10,2020

y10,2020

∣∣∣∣∣∣ =

=

∣∣∣∣∣100, 8 − 100, 7576
100, 8

∣∣∣∣∣ = 0, 0004

(8)

δ11,2020 =

∣∣∣∣∣∣y11,2020 − y11,2020

y11,2020

∣∣∣∣∣∣ =

=

∣∣∣∣∣100, 7 − 100, 7824
100, 7

∣∣∣∣∣ = 0, 0008

(9)

It should be noted that the forecasting accuracy of the
constructed model decreases every month, since it is in-
tended for short-term forecasts.
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The relative forecast error is very small (less than 1%),
therefore, forecasting the indicator using the Holt-Winters
model shows good results. To illustrate the adequacy of
the model, graphs of real and simulated consumer price
indices are built. They are shown in figure 5.

Figure 5. Graph of real indices and obtained by the Holt-Winters
model

We are convinced of the adequacy of the obtained the
Holt-Winters model of exponential smoothing by analyz-
ing the histogram of residuals and Normal curve (figure 6).

Figure 6. Histogram of residuals the Holt-Winters model

It should be noted that the forecasting accuracy of the
constructed model decreases every month, since it is in-
tended for short-term forecasts.

3.3 Box-Jenkins model

We will first define the time series. Analyzing the graph
of autocorrelation (figure 7) and the partial autocorrela-
tion function presented below, we conclude that there is
a first-order autocorrelation with a lag of 1 and an annual
seasonality with a delay of 12.

Figure 7. Graph of autocorrelation function

Partial autocorrelation function is presented below
(figure 8).

Figure 8. Graph of partial autocorrelation function

We will build an ARIMA*ARIMAS model using the
“Automatic search for ARIMA model parameters“. As a
result, the model

p = 1, q = 1, Ps = 1 (10)

was proposed as the best program, seasonal lag = 12. The
calculated parameters are shown in table 2.

Table 2. Estimates of parameters of the ARIMA model

Input: CI (CI2.sta) Transformations: D(1),D(12)
Model:(1,1,1)(1,1,0) Seasonal lag: 12
MS Residual = 2.8764
Parameter Estimate Standard deviation

p(1) 0.672278 0.075567
q(1) 0.986673 0.017673
Ps(1) -0.342172 0.089743

For the built model MS E = 2.8764, which is slightly
higher than the MSE for the previous model. Table 3
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shows the forecasting results for the next 12 periods (for a
year).

Table 3. Estimates of parameters of the ARIMA model

Forecasts; Model:(1,1,1)(1,1,0)
Seasonal lag: 12
Input: CI Start of origin: 1 End of origin: 129
Case No. Forecast Lower Upper Std.Err.

130 100.92 98.11 103.74 1.70
131 100.35 96.94 103.76 2.06
132 99.90 96.24 103.56 2.21
133 99.94 96.16 103.71 2.28
134 99.81 95.97 103.65 2.31
135 100.85 96.98 104.72 2.33
136 100.28 96.40 104.17 2.34
137 99.98 96.08 103.87 2.35
138 99.49 95.59 103.40 2.55
139 99.39 95.49 103.30 2.36
140 99.62 95.71 103.53 2.36
141 100.62 96.71 104.54 2.36

Calculate the relative forecast error:

δ10,2020 =

∣∣∣∣∣∣y10,2020 − y10,2020

y10,2020

∣∣∣∣∣∣ =

=

∣∣∣∣∣100, 8 − 100, 92
100, 8

∣∣∣∣∣ = 0, 001

(11)

δ11,2020 =

∣∣∣∣∣∣y11,2020 − y11,2020

y11,2020

∣∣∣∣∣∣ =

=

∣∣∣∣∣100, 7 − 100, 35
100, 7

∣∣∣∣∣ = 0, 0035

(12)

Comparing the predicted values with the real values,
we obtain the relative forecast errors of 0.1% and 0.35%,
which is worse than the Holt-Winters model, but it is quite
acceptable for analyzing the dynamics of inflation. Fig-
ure 9 shows a plot of the ARIMA model with a predicted
interval.

Figure 9. Plot of ARIMA model and 95% forecast interval

To clearly prove the adequacy of the selected model
in figure 10, a graph of ARIMA model residues is con-
structed. Only in anomalous values the residues acquire
rather large values, in others they do not exceed in abso-
lute value 2%.

Figure 10. Graph of ARIMA model residues

We are convinced of the adequacy of the obtained the
ARIMA*ARIMAS Box-Jenkins model by analyzing the
histogram of residuals and Normal curve (figure 11).

Figure 11. Histogram of residuals the ARIMA*ARIMAS model

4 Conclusion

Analyzing the dynamics of the consumer price index in
the period from January 2010 to September 2020, it can
be concluded that inflation at the level of 5-10% per year
is typical for the Ukrainian economy. 2014 and 2015 were
especially critical, after which the government managed
not only to reduce the inflation rate, but also to maintain
the growth of the consumer price index at 5% per annum.

The processing of the consumer price index array with
the help of applied programs proved that the indicator is

5

SHS Web of Conferences 107, 10002 (2021) https://doi.org/10.1051/shsconf/202110710002
M3E2 2021



characterized by high levels of seasonality and trend com-
ponent and cannot be approximated by elementary func-
tions. At the same time, the use of Holt-Winters and Box-
Jenicks methods made it possible to build models of infla-
tionary processes with high accuracy.

Forecasting the indicator for the beginning of 2021
showed that, despite the crisis in the economy associated
with the COVID-19 pandemic, there are no reasons for in-
crease the inflation rate.

For a deeper study of the reasons for the increase in
the consumer price index, one should consider the change
in the value of its individual components, the relationship
of the indicator with the exchange rate of the national cur-
rency and the gross domestic product.
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Abstract. The article analyzes some aspects of quality control and efficiency of electronic educational and
methodological complexes of educational disciplines usage in the educational process. Analysis of the imple-
mentation of e-learning and of user work allows to build a model of student’s work, identify the disadvantages
of both organizational and technological plan and take timely steps to eliminate them. The solution to this prob-
lem should include a comprehensive approach to ensure an objective result. Google Analytics tools, Moodle
Learning Management System (LMS) tools, the teacher’s surveys to monitor the quality of e-learning in an
institution proves its efficiency and allows to see the full advantages and disadvantages of ongoing e-learning
in an institution, plan and implement further development and improving e-learning. The analysis of the effec-
tiveness of e-courses usage should be carried out in a comprehensive manner, using the monitoring tools of the
educational process adopted in the educational institution. Such as surveys for teachers and students, analysis of
success, etc. The specifics of e-learning, the Moodle LMS tools and third-party services for collecting statistics
and analyzing user activity in the LMS should be taken into account.

1 Introduction

At the present stage of information society development,
the use of information and communication technologies
(ICT) contributes to the globalization of education, the de-
velopment of the international labour market, the growth
of various types of personality mobility. An important re-
sult of globalization is the improvement of the mobility
of students, university entrants and university graduates: a
person with a high level of mobility can study, work, co-
operate and be competitive in any country. Increase of the
academic mobility, the introduction of international norms
and standards by which academic qualifications from dif-
ferent countries can be compared and recognized, lead to
increased competition among HEIs and improve the qual-
ity of higher education [1].

An indispensable condition for social and economic
development of any country is investment in education of
the population. In this context, the globalization of educa-
tion contributes to the personal and professional develop-
ment of professionals.

For Ukraine, informatization of education is extremely
relevant in the context of its economic, social and cultural
development [2]. The main focus of ICT use is to create
an education system focused on the use of the latest ICT
in the formation of a well-developed personality, which
enables each person to independently acquire knowledge,

∗e-mail: gabrusev@tnpu.edu.ua
∗∗e-mail: g.tereschuk@tnpu.edu.ua
∗∗∗e-mail: tsidylo@tnpu.edu.ua
∗∗∗∗e-mail: sergmart65@ukr.net

skills and competences during education and training [3–
5].

The purpose of the National Strategy for the Develop-
ment of Education in Ukraine until 2021 is to: update the
content, forms, methods and means of learning through the
widespread introduction of modern ICT and e-learning in
the educational process. The priority of the development
of education is the introduction of modern ICT, which en-
sures the improvement of the educational process, acces-
sibility and effectiveness of education, preparation of the
young generation for life in the information society [6].

Introduction of e-learning involves not only the cre-
ation of e-courses and the orientation of students to use
them during classroom or independent work [7–10], but
also control over the effectiveness of the use of created
courses in the educational process. Monitoring the im-
plementation of e-learning, the work of users allows you
to build a model of student work, identify the shortcom-
ings of both organizational and technological plan and take
timely steps to eliminate them. Such monitoring makes
it possible to identify morally outdated or unsupported
e-learning platforms, to avoid technical problems while
users are operating, and to adapt to new software or tech-
nical conditions in a timely manner.

2 Literature review

The analysis of published research shows the presence of a
number of publications on comparisons of learning man-
agement systems (LMS) in distance education, in partic-
ular with open source. In a study [11] by Cansu Cigdem
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Aydin and Guzin Tirkes, several analyzes and comparisons
were conducted on open source LMS. The Moodle sys-
tem is singled out as one that has many features among
other LMS, which are aimed at improving the quality of
education and include the tools that an e-learning system
should have. In general, the use of open source software
will ensure the development of teaching aids and improve
the quality of education. Evaluation of usability in Moo-
dle LMS was carried out in the works [9, 12–17]. The
convenience of using standard modules in Moodle, one of
the leading open source LMS, was evaluated. Thanks to
this research, we get significant results and informational
advice for administrators, teachers and students on how to
improve the effective use of this system [12].

Using learning analytics to predict students’ perfor-
mance in Moodle was revealed in the work by Imani
Mwalumbwe and Joel S. Mtebe. Therefore, this study de-
signed and developed Learning Analytics tool and used the
tool to determine the causation between LMS usage and
students’ performance. Data from LMS log of two courses
delivered at Mbeya University of Science and Technol-
ogy were extracted using developed Learning Analytics
tool and subjected into linear regression analysis with
students’ final results. The study found that discussion
posts, peer interaction, and exercises were determined to
be significant factors for students’ academic achievement
in blended learning at MUST. Nonetheless, time spend in
the LMS, number of downloads, and login frequency were
found to have no significant impact on students’ learning
performance. The implications of these results on improv-
ing students’ learning are discussed [18].

In the work [19] by I. N. Egorova and O. N. Kadushke-
vich modern Google Analytics tools have been investi-
gated against effective attraction channels for users and
bottlenecks detection. Conducted investigation allowed to
suggest modern method for effective usage of Google An-
alytics tools. The method is based on main traffic indica-
tors analysis, as well as deep analysis of goals and their
consecutive tweaking. Method allows to increase website
conversion and might be useful for SEO and Web analytics
specialists.

T. S. Bondarenko proposes to organize quality moni-
toring on the basis of a process approach, in which mon-
itoring of the quality of resources is carried out in three
directions: the quality of the project, the quality of the
process and the quality of the result of their use. In con-
nection with the multidimensional nature of the quality of
electronic educational resources, it is proposed to carry
out quality assessment based on the use of a hierarchi-
cal quality model. At the top level of this model, con-
structed in accordance with the process approach to man-
agement of quality, there are directions of quality moni-
toring. There are evaluation criteria (didactic quality of
the project, methodological quality of the project, etc.) at
the next level of the hierarchy of the model. They are
used to assess the quality of educational resources. The
criteria determine by the indicators, which in turn mea-
sure the properties (attributes) of the educational resource.
The principal possibilities for measuring of the quality of
electronic educational resources in the course of monitor-

ing are considered. To evaluate their values the following
methods are suggested: measuring, registration, calcula-
tion and expert method [20].

Researchers do not pay attention to the possibility of
using the distance learning platform and the Google An-
alytics service in the process of monitoring the quality of
e-learning implementation in educational institutions. The
purpose of the article is to highlight the capabilities of
LMS tools and Google Analytics to monitor the quality
of e-learning implementation in the educational process of
educational institutions.

3 Problem solving

The analysis of the effectiveness of the use of e-courses
should be carried out in a comprehensive way using the
monitoring tools of the educational process adopted in the
educational institution, such as surveys of teachers and
students, analysis of progress, etc. The specifics of e-
learning, the Moodle LMS tools and third-party services
for collecting statistics and analyzing user activity in the
LMS must be taken into account.

In this article, we will explore the use of the Moodle
LMS [21], the Google Analytics Service [22], and a survey
of teachers which allows to monitor e-learning.

3.1 Use of Moodle LMS tools to analyze the use of
e-learning

Taking into account the importance of obtaining data on
the operation and use of the learning resource manage-
ment system, Moodle developers envisaged collecting cer-
tain data for further analysis. We shall consider the most
commonly used metrics that can be obtained directly from
Moodle [3]:

• The most active courses for a given period. A metric
for determining the total number of completed actions
(page loading, viewing of study material, submitting a
task, completing a test) by students and teachers. This
parameter is relative and does not allow for objective
evaluation of course usage.

• Total report on the most active courses for a given pe-
riod. This indicator is defined as the average activity of
a student or teacher, calculated by:

K =
D

Nct

in which D is the total number of course users’ actions,
Nct is the number of registered users. This parameter
allows for a more objective assessment of the activity of
using e-courses (figure 1).

• Courses with the highest number of students enrolled for
a given period. The student activity rate of a course is
calculated as the ratio of the number of active course
users to the total number of registered users.

• Courses that lead by the number of views over a given
period. The activity rate of students in the use of train-
ing resources of the course is calculated as the ratio of
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Figure 1. Total report on the most active courses

Figure 2. Most active courses, weighted

the total number of views of educational materials to the
number of e-mail posts sent or posts in the forum.

• Activity of teachers and students for a given course.
This indicator characterizes the activity of students and
teachers over a certain period of time. This report allows
you to estimate the number of user activities on the sys-
tem over a given period, both for the system as a whole
and for a particular course.

• Event register (activity of students and teachers). De-
tailed information about the activity of each user of the
system allows to determine from which IP address the
user worked, what actions they performed on the sys-
tem, which pages they downloaded. Taking into consid-
eration that the event register only contains information
about individual actions of each user, including logging
in, page loading, file uploading, etc., further systemati-
zation and analysis of this data is a difficult process.

To analyze the effectiveness of e-learning implementa-
tion, the most useful are the data on the dynamics of users’
work with the e-courses server during a given period and
a balanced report on the most active courses over a given
period (figure 2).

3.2 Using Google Analytics tools to analyze the
use of e-learning

Interpreting Google Analytics data from e-learning sites
may be slightly different from the commonly accepted in-
terpretation of data for business or social networking sites

and Moodle LMS due to the specific features and orga-
nization of e-learning users. The main feature is that the
number of potential users is known beforehand, this is the
entire contingent of students studying at the institution or
a separate group or stream. The purpose of the analysis is
not to identify the problematic places why the client left
and did not return for the second time or did not perform
certain actions in the system [4, 20, 23], but to analyze
how students and teachers use e-courses.

We ought to consider the main metrics that can be used
to analyze the effectiveness of e-learning [21].

• Referral sources. The address of the page from which
the user connected to the current page and data allow
you to determine how the user got to the page. Addi-
tional information can be obtained from the address of
the previous page: for example, a keyword that a user
entered on a search engine and then saw a link to the
e-courses site. This information is used to segment, an-
alyze traffic sources, determine how students access the
e-courses server, evaluate the demand of outsiders for
distance learning services, etc.

• The page address the user was visiting (page views).
Page visit information. This data allows you to deter-
mine which pages you visit most often, to determine
in more detail what students do on the system, such as
taking tests, viewing or downloading training materials,
downloading system tasks, etc.

• Exact request time. The time users visit pages is saved.
Query time information lets you determine what time
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Figure 3. General information about using e-courses in Google Analytics

students are most active in e-courses, and schedule time
for online events, such as webinars.

• Average page view time. Determining the average
browsing time by page users. This parameter is rela-
tive, but it allows on average of how much time students
use e-courses to prepare for classes, submit completed
tasks, and perform in tests.

• Bounce rate. It determines the percentage of users who
have started browsing the site from this page and have
not gone to another site but immediately closed the site.
This is the number of visitors (usually a percentage of
total) who have visited only one page on the site (fig-
ure 3).

The bounce rate for e-learning sites is no longer as crit-
ical a parameter as for other types of sites because the
number of site users is fixed and known in advance. This
parameter should be considered depending on the situa-
tion:

1) bounce rate for the homepage;

2) bounce rate for the courses page;

3) bounce rate for the learning resources page (test,
task, hyperlink, etc.).

The actual setting allows you to estimate how many stu-
dents have viewed this page and then left the system. In
each case, the interpretation will be different.

• Daily activity of students. Information about the hourly
activity of e-learning users during the day. The analy-
sis of these data allows teachers to plan their time for

conducting online activities, especially when conduct-
ing distance learning (figure 4).

Therefore, it can be concluded, based on the dynam-
ics of student activity, that e-courses are used for in-
dependent student work. Visitors (unique visitors, vis-
itors, users, reach). The statistics system analyzes all
the pageviews it records and tries to determine which
ones were made from a single browser. Summing up the
number of different browsers over a period of time, it
counts the number of unique visitors, "meaning that one
browser is used by one user. Google Analytics deter-
mines the "uniqueness" of a visitor by leaving a unique
number of cookies on their browser during the first visit.
All visits by this user will now be combined with this ID.
With this metric, they can estimate the average number
of students and teachers who use e-courses for the se-
lected period.

• Website presence time. A metric that contains informa-
tion about the amount of time a user has spent on the
site. However, since the statistics system logs only the
time the page is opened, it is not possible to determine
the time the user spent on the last of the pages opened.
Therefore, it is not possible to determine an average
view time for users who have only one page. It is also
impossible to estimate how long a user actually worked
with the page and how much time it was opened in the
background in the next window. Despite the relativity
of this metric, some conclusions can be drawn about the
work of students with e-courses.

• User settings. The statistics system determines which
browser the client has, the type of operating system,
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Figure 4. Daily activity of students

monitor resolution, etc. The results of the analysis of
the equipment used by users for working with e-courses
indicate that students are beginning to use mobile plat-
forms (figure 5).

It should also be noted that with the trend of prolif-
eration of tablets, smartphones, the number of users who
use mobile technologies will only increase. This tendency
must be taken into account during the development of e-
courses and during the planned upgrades of the e-learning
system software component.

3.3 Teachers survey to further analyze the use of
e-learning

The survey is one of the most common methods of obtain-
ing information about respondents. The survey was devel-
oped and conducted by the TNPU Distance Learning Cen-
ter, author Valerii Habrusiev [24]. More than 200 teach-
ers were involved in the survey, the survey is to ask peo-
ple specific questions that answer the researcher to obtain
the necessary information, depending on the tasks of the
study. The characteristics of the survey can be attributed
to its mass, which is caused by the specifics of the tasks

Figure 5. Devices used by users to work with e-courses

that they solve. In pedagogical, sociological research, it is
advisable to conduct a survey by means of a questionnaire.

Questionnaire is a method of obtaining information
through the written answers of the respondents to the
system of standardized questions of pre-prepared ques-
tionnaires. By generalizing the completed questionnaires
objective information about the attitude of teachers to
e-learning is obtained, problems of the implemented e-
learning model are identified. The information obtained
can be used in the development of new training programs,
the choice of teaching methods, ways of presenting infor-
mation during the implementation of e-learning.

During the evaluation of the e-learning conducted, a
survey was conducted among university professors to find
out information about the forms of the educational process
during the use of e-courses, the number of students who
use the e-courses etc.

1. How many students use your online courses?

• less than 25 – 5.1%;
• 25-100 – 12.8%;
• 100-150 – 30.8%;
• 150-200 – 25.6%;
• more than 200 – 25.6%;
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2. Choose the option for students to use the e-courses
you have developed:

• classroom work – 15.4%;
• independent work – 53.8%;
• individual work – 28.2%;
• do not use – 7.7%;

3. Rate on a 3 point scale your level of e-learning use:

• low level – 33.3%;
• average level - 51.3%;
• high level – 15.4%;

4. How do you assess the level of readiness of the
university for the introduction of mixed (inverted)
courses, mass online courses.

• low – 30.8%;
• average – 51.3%;
• high – 17.9%;

5. What, in your opinion, is the most important thing
to do in order to implement mixed (inverted) online
mass courses?

• to improve regulatory support – 20.5%;
• to improve methodological support for e-learning

– 30.8%;
• to reduce the number of hours of classroom work

– 23.1%;
• to improve the material and technical base of the

used equipment – 25.6%;
• none of the above – 2.6%;

6. Choose the form of e-learning you use to work with
students.

• traditional (classroom work only) – 17.9%;
• mass online courses – 2.6%;
• mixed learning – 84.6%;
• inverted education – 5.1%;
• none of the above – 0%;

7. How do you evaluate your level of readiness for the
implementation of mixed (inverted) training, mass
online courses, distance learning.

• low – 41%;
• average – 46.2%;
• high – 12.8%;

The results of the survey indicate that e-learning (e-
courses) is used mainly to provide independent (53.8%)
and individual work (28.2%) students. The identified
problems mainly relate to the e-learning regulatory frame-
work (56.4%) and the methodological training of teachers,
which is also confirmed by the poor use of e-learning po-
tential (51.3%).

4 Conclusions

Taking into account the increasing attention to e-learning
technologies and their introduction into the educational
process of educational institutions at all levels of accredi-
tation, it can be stated that the quality control of e-learning,
the development of methods and appropriate tools for such
monitoring will be a constant focus of education method-
ologists and managers. The solution of this problem
should include a comprehensive approach to ensure an ob-
jective result.

Using Google Analytics tools, Moodle LMS tools, sur-
veying teachers to monitor e-learning quality in an edu-
cational setting proves effective and allows you to see all
the benefits and disadvantages of ongoing e-learning in an
educational setting, plan and implement further develop-
ment and improvement of e-learning, allows to build in
the future the model of work of the student, to reveal short-
comings of both organizational and technical planning and
to take timely action to address them. Such monitoring
makes it possible to identify morally outdated or unsup-
ported e-learning platforms, to avoid technical problems
while users are operating, and to adapt to new software or
technical conditions in a timely manner.

Taking into consideration the increasing attention to
e-learning technologies and their introduction into the ed-
ucational process of educational institutions at all levels
of accreditation, it can be stated that the issues of quality
control of e-learning, the development of methods and ap-
propriate tools for such control will constantly be the focus
of methodologists and managers in the field of education.
The solution to this problem should include a comprehen-
sive approach to ensure an objective result.

Using Google Analytics tools, Moodle LMS tools, sur-
veying university lecturers to monitor the quality of e-
learning at educational establishments proves effective and
allows them to see all the benefits and disadvantages of
ongoing e-learning in the institution, plan and implement
further development and improvement of e-learning.

The analysis of the effectiveness of the use of e-courses
should be carried out in a comprehensive way using the
monitoring tools of the educational process adopted in the
educational institution, such as surveys of teachers and
students, analysis of success, etc. The specifics of e-
learning, the Moodle LMS tools and third-party services
for collecting statistics and analyzing user activity in the
LMS must be taken into account.

Analysis of the implementation of e-learning and of
user work allows to build a model of student’s work, iden-
tify the disadvantages of both organizational and techno-
logical plan and take timely steps to eliminate them.
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Abstract. The study is devoted to solving the scientific problem of optimizing the retail trade in the production
and sale of two types of products, taking into account the change in potential demand for products. The eco-
nomic and mathematical model of the production activity of the enterprise was developed taking into account
logistics and market demand. The logistics scheme takes into account all the main links of the logistics system,
as well as the connections between them. The considered scheme makes it possible to take into account the di-
versification of products manufactured by the enterprise. The mathematical model is designed for discrete time.
A numerical optimization method has been developed for this mathematical model. The optimal solutions for
several cases are found and investigated. The dynamics of the main characteristics of drugs was calculated for
all considered cases. A comparative analysis of economic efficiency for the studied cases has been performed.
The economic efficiency of retail network optimization is proved.

1 Introduction

Today in the scientific literature, much attention is paid to
the modeling of logistics processes and production. The
main purpose of article was to present the possibilities and
examples of the use of Tecnomatix (Siemens) plant sim-
ulation to simulate logistics and manufacturing processes.
This tool allows you to simulate discrete events and create
digital models of logistics systems (for example, manu-
facturing), optimize the operation of factories, production
lines, as well as individual logistics processes. A review
of the execution of a Tecnomatix plant simulation for sim-
ulating processes in manufacturing engineering and logis-
tics was conducted and several selected simulations were
presented.

Further research should elaborate on the few initial
attempts to combine different modeling techniques with
optimization [1]. Simulation is an appropriate technique
to tackle unresolved issues where analytical computations
fail [2].

Article [3] highlights the problems of mathematical
modeling for a certain element of the logistics supply sys-
tem, that is, the production system. The system of the pro-
duction complex, consisting of a determining number of
parallel subsystems, is modeled.

If a company is unable to adapt to changing market
conditions, it cannot survive in today’s market environ-
ment.

To survive in a highly competitive global economy,
production systems must be able to adapt to new circum-
stances [4]. As it is clear from the above and other con-
texts, many different indicators must be taken into account
∗e-mail: romanivanov1926@gmail.com

for assessing the complexity of selected general process
structures when designing a structure or optimizing pro-
duction objectives [5].

The structure of production processes also depends on
the production needs of certain products, which can show
high variability. The organization of production processes
is closely related to the process mappings and procedures
responsible for production processes from individual com-
ponents [6]. A key prerequisite for the effectiveness of the
above and other production systems is the precise defini-
tion of the interaction between the links of the logistics
system (LS) [6].

In addition, the requirements are growing in order to
control possible destruction of production systems [7].
Rapid recovery of production in case of errors and other
risks associated with the general I/O model, which is the
production system, should be considered [8].

Production generally occurs as a series of individual
actions that are performed manually, mechanically, or a
combination of these. Optimization requires continuously
processed orders in relation to individual projects. It can
also be the sequential production of one type of product, in
which we can easily identify a number of key performance
indicators and manage and automate production [9, 10].
Today, the standard starting point for calculating and op-
timizing manufacturing systems is simulation. Computer
simulations allow us to test various types of production
quickly. Computer simulation makes it possible to check
many consequences of changes in production, processes
and selects the most efficient way to streamline logistics in
the near future [11]. Simulation can be used both before
calculating the design of the production system and in or-
der to optimize the production system and in the design of

© The Authors, published by EDP Sciences. This is an open access article distributed under the terms of the Creative Commons Attribution License 4.0
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Figure 1. Scheme of the enterprise’s logistics

production processes, respectively. In both cases, it is nec-
essary to consider the simulation results as input and infor-
mation for the design or redesign of a thoughtful system.
In addition to defining the structure of production systems
(in manufacturing and logistics systems, of a particularly
cautious nature, see, for example, [12–14]), simulations
are useful for planning production and its sustainability
and continuity [15, 16]. Specifically, simulations can help
coordinate the needs of different departments and open
management bottlenecks and improve resource allocation,
allocation of production between production lines or fac-
tories, testing strategies, performance dimension, and so
on [17, 18]. The analysis of the articles makes it possible
to draw the following conclusions. Simulation modeling
is an urgent problem in planning and optimizing an enter-
prise’s LS. Most of the research is devoted to a detailed
study of certain links of LS. Studies of the entire logistics
system from the purchase of raw materials to the delivery
of finished products to the final consumer have been in-
sufficiently completed. The article aims to fill in part the
existing research gap.

The aim of the study is to develop an economic and
mathematical model of the LS of an enterprise produc-
ing two types of products; using this model to develop a
methodology for optimizing the work of such an impor-
tant link in the LS as retail trade in the production and sale
of two types of products.

To achieve the goal, the following tasks were set: draw
up a system of equations for the proposed scheme of the
enterprise’s LS; on the basis of the obtained system of
equations, develop a mathematical program for optimiz-
ing various modes of the LS operation; to compare the
economic efficiency for different operating modes of the
enterprise.

2 Results

We will consider the work of an enterprise that produces
two types of products. Let the logistics system of an en-
terprise be represented by the diagram shown in figure 1.

Figure 1 shows that after the production link, each type
of product is delivered to the end consumer via indepen-

dent supply chains. In fact, wholesale warehouses for each
type of product can be only certain areas, in some ware-
house reserved for the first and second types of products.
The same applies to retail chains. In part, these can be
different outlets, to which either product 1 or product 2 is
imported. It can also be supermarkets in which products 1
and 2 are sold in different (or even the same) departments.
But in a mathematical description, it is convenient to rep-
resent these chains as independent. This presentation does
not diminish the generality of the description.

In previous works [19–21] the production link was
considered as an unstructured black box. Figure 1 rep-
resents the production process in two stages. Workshop
3 will carry out preliminary processing of raw materials
and those operations that are common in the production of
both types of products. Workshops 1 and 2 perform the
final operations that are typical only for products of the
first and second types, respectively. The presented scheme
can also describe the joint work of a group of enterprises,
some of them can be producers of products, while others
can act as distributors of products.

Let us formulate a system of equations that describe
the LS of the enterprise shown in figure 1. We use this
notation. Each variable a ji contains two indices. The j
line index numbers the types of products ( j = 1, 2); sub-
script i numbers time intervals (days) (i = 1, 730). We will
consider a project with a planning horizon of two years.

1. A change in demand Q ji for products on the market
is an input effect for an enterprise whose task is to
bring its output into line with demand.

r ji+1 = n j · R ji · (Q ji − V ji) (1)

where r ji is the rate of sales of the j product (pieces
/ unit of time) in the i-th; R ji – quantity j of goods in
the retail trade network in the i-th period; V ji is the
quantity j of the consumer’s product (not yet con-
sumed).

2. The quantity of goods in the retail network R ji is
determined by the recurrent formula:

R ji+1=R ji+
(
s ji−r ji

)
, (2)

where s ji is the rate of deliveries (units per period)
from a wholesale warehouse in a retail network.

3. The value R ji must be in the range 0 ≤ R ji ≤ Rm j,
where Rm j is the maximum possible quantity of the
product in the retail system. The following formula
for the rate of deliveries from the wholesale ware-
house to the retail system corresponds to this re-
quirement:

s ji+1 = min
[
r ji ·

(
1 +

Rm j − R ji
Rm j

)
,Rm j − R ji, S ji

]
,

(3)
where S ji is the stock of goods (quantity) in the j-th
wholesale warehouse.

2

SHS Web of Conferences 107, 10004 (2021) https://doi.org/10.1051/shsconf/202110710004
M3E2 2021



4. The rate of production y ji is determined by the fol-
lowing formula:

y ji+1=
Y ji
tY j
, (4)

where Y ji – the value of work in progress in the i-th
period; tY j is a production parameter.

5. The value of work in progress is determined by the
formula:

Y ji+1 = Y ji + a3 j · y3i − y ji (5)

6. The value (quantity) of stock of goods in the whole-
sale warehouse S ji is calculated by the formula:

S ji+1=S ji+y ji−s ji, (6)

where y ji is the rate of flow that enters the ware-
house from production.

7. The amount of raw materials purchased daily is de-
termined by the following formula:

qi =

{
q0, if i < Tq,

kq · q0, otherwise. (7)

Formula (7) allows you to describe the process of
changing the volume of daily purchases of raw ma-
terials. Such a change may be necessary as a result
of the project implementation during the initial pe-
riod of time [0; Tq].

8. The stock of raw materials in the raw material ware-
house is calculated by the formula:

Xi+1 = Xi + qi − xi. (8)

9. The rate of supply of raw materials to the third
workshop is calculated by the formula:

xi+1= Xi/tX. (9)

10. The amount of goods among consumers (not yet
consumed):

V ji+1 = V ji + r ji − k1 · V ji. (10)

11. Such a formula has been adopted to determine the
daily net profit of the enterprise, expressed in the
corresponding monetary units (MU):

Mi = (1 − kp) · [(1 − kad) · (p1 · r1i + p2 · r2i)−

−p1 · c1 · y1i − ks · (S 1i + S 2i)−

−z · (Rv1i + Rv2i) − Pq · qi], (11)

where p j is the unit price (MU per unit of produc-
tion); c j – the share of the cost in the cost of produc-
tion; z, ks – payment for storage of a unit of goods
for one period in a retail network and in a whole-
sale warehouse, respectively (MU per unit of pro-
duction); kp is the income tax rate; kad is the rate
of value added tax; Pq – raw material unit cost (MU
per unit of raw materials).

The system of equations (1) – (11) is a mathematical
model of the logistic system of an enterprise that manu-
factures two types of products and operates in accordance
with the scheme shown in figure 1. The system of equa-
tions (1) – (11) contains quantities of two types: variables
with a subscript and constants. All calculations by model
(1) – (11) will be performed with the following values of
constants, which units of measure are described above

z = 0, 01; ks = 0, 04; c1 = 0, 4; c2 = 0, 45;

Pq = 2; Q1 = 500; Q2 = 500; tX = 10;

tS 1 = 3; tY1 = 3; tY2 = 4; tY3 = 5;

kp = 0, 25; k1 = 0, 33; k2 = 0, 33; kq = 0, 5; (12)

a31 = 0, 3; a32 = 0, 7; p1 = 9; p2 = 11; pk = 10

Rm1 = 30; Rm2 = 58; tQ1 = 300; kQ1 = 0, 8;

n1 = 6, 05 · 10−5; n2 = 7, 56 · 10−5; kad = 0, 06

Initial values:

q0= 3, 2 x0= 0 s10= 0 s20= 0
X0= 0 Y10= 0 Y20= 0 M0= 0

S 10= 0 S 20= 0 R10= 0 R20= 0
r10= 0 y10= 0 y20= 0 y30= 0

V10= 0 V20= 0

(13)

The initial values (13) correspond to the case when a
new project starts, so to speak, from scratch. Although the
model allows you to describe an ongoing project.

Case 1.
We are considering an enterprise operating in accor-

dance with the diagram in figure 1. We consider the de-
mand for products unchanged throughout the entire life
cycle T of the project. We are considering a project last-
ing two years (T = 730 days). The final products of the
enterprise are produced only by the first and second shops.
Parts of the production of the first and second shops make
up 30% and 70% in the total amount of the final product,
respectively. This means that in equation (5), the values of
the parameters should be chosen as a31 = 0,3, a32 = 0,7.
Figure 2 shows the ratio of work-in-process parameters for
this case.

Figure 2. Dynamics of values of work in progress
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Figure 3. Dynamics of values of work in progress

Figure 4. Dynamics of the main rates in LS for the first product

Figure 3 illustrates the dynamics of production capac-
ities of each of the three shops, calculated in accordance
with the system of equations (1)-(11).

Calculations have established that y3i = y1i + y2i , as
it should be.

Figure 4 shows that in the interval [0; 200] the rate of
deliveries of the first product at retail s1i exceeds the rate
of sales of the first product r1i and as a result the quan-
tity of the first product in retail R1i in this time interval
increases from 0 to Rv1i, as can be seen from figure 5.

Then, by the 200th period, the rate of retail supply s1i

becomes equal to the rate of sales of the first product r1i

as a result of which the quantity of the first product R1i in
retail stabilizes at the level Rv1i (figure 5).

Figure 4 shows that for all periods the rate of produc-
tion y1i exceeds the rate of retail deliveries s1i and, as a
consequence, the stock of goods in the wholesale ware-
house S 1i monotonically grows to a value of 51,3, which
can be seen from figure 5.

Figure 6 shows the dynamics of the main indicators for
the second product. The analogy between the behavior of
the main indicators, which is visible from the comparison
of figure 5 and figure 6 allows us to conclude that the dy-
namics of the main rates of both types of goods is similar.

This does not mean that you can arbitrarily set the rate
of production of goods of each type. The rate of sales is
the factor that determines the work of all parts of the LS.

Figure 5. Dynamics of the main indicators in LS for the first
product

Figure 6. Dynamics of the main indicators in LS for the second
product

Figure 7 illustrates the dynamics of daily profit over
the entire life cycle of a project. Figure 7, it can be seen
that after reaching the maximum value in the 200th period,
the daily profit begins to decrease monotonically. This de-
cline means that the project life cycle will be limited in
time.

The total profit over the lifetime of the project will be∑T
i=1 Mi=1712 (MU).

Case 2.
Above, we considered the case of constant demand for

both types of products. Now let us consider the case when,
in the 300th period, the demand for products of the first
type decreases abruptly by 20%, and for products of the
second type remains unchanged. Figure 8 shows the dy-
namics of the main rates for the first type of goods for this
case. The sales rate r1i and the retail supply rate s1i de-
crease by 19,6% in the 300th period.

The main rates for the second product remain un-
changed. Figure 9 shows the dynamics of the quantity of

4

SHS Web of Conferences 107, 10004 (2021) https://doi.org/10.1051/shsconf/202110710004
M3E2 2021



Figure 7. Dynamics of the daily profit of the enterprise

Figure 8. Dynamics of the main rates in LS for the first product
in Case 2

goods in the wholesale warehouse S 1i and in retail R1i.
The dynamics of the quantity of goods in retail R1i has not
changed (figure 5). The dynamics of the quantity of goods
in the wholesale warehouse S 1i changes sharply after the
300th period. This abrupt change is explained in figure 8:
there is a constant rate of deliveries yi to the wholesale
warehouse, while the rate of removal of goods s1i from
the wholesale warehouse at the 300th period sharply de-
creases.

As seen from figure 10 the dynamics of the main indi-
cators for the second product of goods remains unchanged
(see figure 6).

Figure 11 illustrates the dynamics of daily profit
throughout the entire life cycle of the project for the case
under consideration. Figure 11 shows that with the 300th
period, the daily profit decreases sharply. This decrease is
due to a decrease in the rate of sales at a constant rate of
production.

In this case, the total profit over the lifetime of the
project will be

∑T
i=1 Mi = 723, 1 (MU). This value is

significantly less than case 1.

Case 3.
Now consider the following situation. The demand for

products of the first type decreases sharply as in the pre-
vious case, and for products of the second type remains
unchanged. However, the company, foreseeing significant
loss of profit, decides to increase the retail network for

Figure 9. Dynamics of the main indicators in LS for the first
product in Case 2

Figure 10. Dynamics of the main indicators in LS for the second
product in Case 2

goods of the first type by 20% in the 300th period:

Rv1i =

{
30, if i < 300
36, otherwise (14)

Figure 12 shows the result of calculating the main rates
for the first product according to the model (1) – (11) tak-
ing into account (14).

Figure 12 it can be seen that at the 300th period the
sales rate r1i of the first product decreases sharply, but,
unlike the previous case (see figure 8), after the 300th pe-
riod it begins to gradually increase and at the 500th period
it reaches the rate of deliveries in retail s1i.

Figure 13 shows the dynamics of the levels of stocks
of goods in the sweat warehouse S 1i and in the retail trade
R1i.

The balance of goods in the wholesale warehouse at
the end of the project in this case is 67,6, which is signif-
icantly less than the balance in the previous case – 128,5
(see figure 9).
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Figure 11. Dynamics of the daily profit of the enterprise in Case
2

Figure 12. Dynamics of the main rates in LS for the first product
in Case 3

This decrease is due to the increase in sales rates and is
a favorable factor for increasing the total net profit, which
in this case is

∑T
i=1 Mi = 1442 (MU), which is significantly

more than case 2 (723,1 (MU)).
Comparison of economic results in the second and

third cases shows the need to optimize drug parameters.
We will optimize the parameters of the retail trade,

since it is the retail trade that directly affects the profit of
the enterprise. We will assume that only the following re-
tail transformation is available for both types of goods:

Rv1i =

{
Rm1, if i < tR1

kR1 · Rm1, otherwise , (15)

Rv2i =

{
Rm2, if i < tR2

kR2 · Rm2, otherwise , (16)

where tR1 = tR2 = 300.
Relations (15) and (16) mean that the company has the

opportunity to choose the initial values of the retail capac-
ity for each type of product and to perform the transforma-
tion of retail chains with a period of 300. Let us formulate
an optimization problem for these conditions. Find the pa-
rameters Rm1, kR1,Rm2, kR2 at which the total net profit

Figure 13. Dynamics of the main indicators in LS for the first
product in Case 3

reaches its maximum:

F (Rm1, kR1,Rm2, kR2) =

T∑
i=1

Mi → max. (17)

The system of equations (1) - (11) serves as constraints
for function (17). The solution to the optimization prob-
lem (17) system calculated Mathcad:

Rm1
kR1
Rm2
kR2

 =


33, 6

1, 014
59, 43
1, 043

 , F = 2855 (MU). (18)

Figure 14 shows the dynamics of rates calculated for
the optimal solution (18) for the goods of the first type.
An analogy can be noted between figure 14 and figure 8.

Figure 14. Dynamics of the main rates in LS for the optimal
solution (18)

The total amount of products produced during the life-
time of the project in both cases is the same∑

y1i = 685, 4.

6
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But the number of products sold for the optimal so-
lution is

∑
r1i = 587, 5, which exceeds the number of

products sold for the case corresponding to figure 8:∑
r1i = 536, 4. The fact that the amount of products sold

is exactly in this ratio is directly visible from the compari-
son of figure 8 and figure 14.

Such a ratio of the quantities of produced and sold
products leads to the fact that unsold products remain in
the wholesale warehouse by the end of the project. Its
number is S 1730 = 128 for the case corresponding to fig-
ure 8 (see figure 9) and S 1730 = 64 for the optimal solution
(18), which is shown in figure 15.

Figure 15. Dynamics of the main indicators in LS for the optimal
solution (18)

Figure 16 displays the dynamics of the indicators of
the second product for the optimal solution (18).

Comparing figure 10 and figure 16 it can be seen that
in the first case, by the end of the project, unsold products
of the second type remain in the wholesale warehouse in
the amount of S 2730 = 74, 7, while for the optimal solution
(figure 16) this quantity is practically zero.

Figure 17 shows the dynamics of daily net income.
Calculation of net profit for the period under review gives
the result

∑T
i=1 Mi = 2852 (MU).

This value is significantly higher than the previous
ones, which justifies the need to develop mathematical
models for the functioning of LS. Since the mathematical
models containing the main parameters of the LS allow
you to formulate and solve the optimization problem with
a minimum cost of funds and time.

Comparison of figure 7 and figure 17 shows that for
the optimal solution (figure 17), the decrease in daily
profit over time is much slower, which means that it is
possible to create longer-term projects using the optimal
parameters of LS.

Case 4.
We considered above the case when the transformation

of retail chains for both types of goods occurred simulta-
neously at a fixed point in time - at the 300th period (see
formulas (15), (16)).

Figure 16. Dynamics of the main indicators for the optimal so-
lution (18)

Figure 17. Dynamics of the daily profit of the enterprise for the
optimal solution (18)

Now, suppose that the company can choose the mo-
ments of transformation (tR1, tR2) of retail chains for each
type of product independently.

The optimization problem in this case can
be formulated as follows: find the parameters
Rm1, kR1, tR1,Rm2, kR2, tR2 in formulas (15), (16)
at which the total net profit reaches a maximum:

F (Rm1, kR1, tR1, Rm2, kR2, tR2) =

=

T∑
i=1

Mi → max (19)

The system of equations (1) – (11) serves as con-
straints for function (19). The solution to the optimization
problem (19) system calculated Mathcad:

Rm1
kR1
tR1
Rm2
kR2
tR2


=



33, 47
1, 115
292, 5
58, 7

1, 049
200


, F = 3272 (MU). (20)
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Comparison of solutions (20) with (18) shows that the
possibility of independent changes in retail chains for each
type of product leads to an increase in economic efficiency
by 14,6%.

For a more complete comparison of solutions (20) and
(18), the dynamics of the main levels of the drug is pre-
sented in figure 18 and figure 19 (compare with figure 15
and figure 16, respectively).

Figure 18. Dynamics of the main indicators in LS for the optimal
solution (20)

Figure 19. Dynamics of the main indicators for the optimal so-
lution (20)

Figures 18 and 19 show that with the optimal solution
(20), the capacities of wholesale storage facilities can be
very small. They may not even exceed the retail capacity
for both types of goods.

3 Conclusions

1. The work considers a universal scheme of the enter-
prise’s LS, which contains all the main production

stages, starting from the procurement of raw mate-
rials and components and uploading the supply of
finished products to the retail network. A feature of
the author’s approach is a mutually consistent de-
scription of the work of all links of the enterprise’s
LS, taking into account the demand for products
throughout the entire planning horizon. The pro-
posed LS scheme allows describing the diversifica-
tion of production.

2. The system of mathematical equations for the pro-
posed scheme of the enterprise logistics system is
compiled. The system of equations is written in the
form of finite differences. Time is considered as a
discrete variable. Such a description is more con-
sistent with the real situation at the enterprise, since
management decisions at the enterprise are made at
discrete moments in time. The system of equations
contains the main characteristics of LS as well as the
number of potential buyers, which makes it possible
to take into account the market demand for products.

3. The proposed model was used to analyze four situ-
ations affecting retail chain management. The for-
mulated optimization problems were solved numer-
ically in the Mathcad system. It has been proven
that managing a retail network in accordance with
the optimal solution can give a significant economic
effect.

4. The fact that the proposed system of mathematical
equations contains such market parameters as the
number of potential buyers and the number of goods
in the hands of buyers allows us to include in the de-
scription the influence of an advertising campaign
on the efficiency of selling goods. It also allows you
to assess the impact of advertising on production di-
versification. These questions can be topics for fur-
ther research.
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Analysis, forecasting, and management of indicators of the forest industry of
the region
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Abstract. The article considers the theoretical and methodological foundations of forest industry research.
The analysis of indicators of the forest industry of Khmelnytskyi region and Ukraine is carried out. To do
this, a list of indicators and methods of their collection for the study of the forest industry. Since the state
of ecology and forestry in Ukraine is not in the best condition, it is objectively necessary to use methods of
economic and mathematical modeling of forest management, which would take into account environmental,
economic and social factors, which will quickly implement the principles of sustainable development in forest
management. The dynamics of forestry indicators is estimated. Models of dynamics of indicators of forest
branch are developed; the received forecasts are analyzed and recommendations on forest management in the
region are given. It is determined that with an increase in investment in the development of the forest industry
by 1%, we can expect an increase in the volume of the logging market by 524632.5 points. The results of the
study can serve as a basis for management decisions on the management of forestry indicators.

1 Introduction

Today, the domestic forest industry plays a significant role
in the socio-economic life of society. At the same time,
forest ecosystems perform a protective function of the en-
vironment, as well as designed to meet human ecological
needs.

As the state of ecology and forestry in Ukraine is not in
the best condition, it is objectively necessary to use meth-
ods of economic and mathematical modeling of forestry
processes, which would take into account economic fac-
tors, which will quickly implement the principles of sus-
tainable development in forestry [1].

The object of the study is the activities of forestry in
Khmelnytskyi region and Ukraine.

The subject is theoretical, methodological and practi-
cal aspects of the effective functioning of forestry in the re-
gion, and economic and mathematical methods and mod-
els for forecasting forestry indicators.

The purpose of the study is to analyze the current
state of forestry in Khmelnytskyi region and economic and
mathematical forecasting to establish the dynamics and
trends of the forest industry.

Prospects for the development of forestry and forestry
activities largely depend on efficient and rationally orga-
nized forest management in accordance with modern re-
quirements for economic activity. Forest resources should
be considered as one of the main factors in ensuring the
environmental, economic and social security of the region.

∗e-mail: veleslavaovch@gmail.com
∗∗e-mail: olgasvarychevska@gmail.com

2 Literature review

The problems of forest sector reform in recent years have
gained unprecedented resonance due to the excessive inter-
est of some political forces, businesses and NGOs in this
segment of the national economy [2]. The forest theme be-
came one of the main priorities of the economic program
and a number of political parties, including parliamentary
ones. Which began to create additional obstacles to the
formation of modern forest policy aimed at ensuring con-
tinuous and inexhaustible forest use and increasing the im-
pact of forestry and wood production on socio-economic
the rise of the country and individual regions. Because
of numerous political manipulations, promising areas of
modernization of the forest management system do not re-
ceive adequate institutional support. Economic transfor-
mations in the country, which have been carried out for
almost three decades in the forest sector, are accompanied
by significant changes in the structure of domestic forestry,
as well as affect the level of ecological and economic effi-
ciency of forest use [3].

Theoretical and methodological bases of forest man-
agement, issues of efficiency of its functioning, assess-
ment, complex use and restoration of forest resources are
investigated in the works [4–14].

These works reflect research that contributes to the de-
velopment of scientific understanding of the problems of
organization of forestry production in general. Research
[12] devoted to the study of management processes and
environmental safety of forest resources of Ukraine. It is
worth noting the work [9], in which the main attention is
paid to the study of trends and the establishment of pat-

© The Authors, published by EDP Sciences. This is an open access article distributed under the terms of the Creative Commons Attribution License 4.0

(http://creativecommons.org/licenses/by/4.0/). 
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terns of use of forest resources and the improvement of
forest policy in Ukraine.

However, a number of issues related to the use and re-
production of forest resources and the formation of the in-
formation system of state support of forestry have not yet
been properly reflected in scientific works.

Therefore, the effective functioning of the domestic
forest industry implies the need for detailed economic and
mathematical analysis in the context of sustainable devel-
opment, further development requires forecasting of forest
use taking into account the forest resource potential of in-
dividual regions.

The main tools for meeting information needs are for-
est inventory and monitoring [15]. Inventory provides a
statistical assessment of resources, while monitoring as-
sesses changes and identifies trends in the dynamics of the
state of monitoring objects.

3 Problem description and methodology

In Ukraine, forest and wooded lands occupy about 17.6%
(10.63 million hectares) of the total territory of the country
60.3 million hectares [16]. At the same time, the territory
of Ukraine in comparison with many European countries
is characterized by a low forest cover (16.7%), which is
calculated as a percentage of the area of forested forest
areas to land area (figure 1).

Figure 1. Dynamics of the amount of harvested wood

The problem of protecting forests from damage by
pests and diseases remains difficult, as the general deterio-
ration of the ecological situation in Ukraine has a negative
impact on the condition of forests and reduces their nat-
ural resilience. In 2017, 2,371 fires were extinguished in
the forests of subordinate enterprises on an area of 5,474
hectares, including 1,060 hectares on horseback.

This is 2.5 times more in number and 5 times in area
compared to 2016. The average area of one fire doubled
to 2.3 hectares. Losses from forest fires amounted to UAH
43.8 million. The main causes of fires (82%) are human
factors. The problem of illegal deforestation remains un-
resolved [17].

Therefore, the process of reforestation is important, al-
though the dynamics of indicators of forest pest control in
the plantations of the State Forestry Agency of Ukraine
indicates insufficient implementation of a set of measures
aimed at protecting forest ecosystems from pests.

Harvesting of wood in protected areas is carried out
exclusively in order to take measures to prevent changes
in natural complexes due to anthropogenic impact, preser-
vation and restoration of plant communities, fire and sani-
tation measures, disaster relief.

The vast majority of care felling (68% of the area) is
carried out in operational forests [18]. The area on which
pine and oak were harvested – in the Khmelnytskyi region
in 2018 also has the largest share (figures 2, 3).

Figure 2. Harvesting of wood according to the species composi-
tion of stands in 2018

Figure 3. The amount of harvested wood by species composition
in 2018

To bring the forests to the proper sanitary condition in
the damaged plantations, measures are taken to improve
the sanitary condition of forests.

Appropriate funding is also needed for the sustainable
development [10, 11, 19, 20], and in particular, in the for-
est industry [21–23]. However, no funds have been pro-
vided for the financing of forestry and hunting activities
for the last two years – analyzing the dynamics of financial
support of the state, which had a growing trend in 2000,
and since 2016 the funding of forestry and hunting tasks
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and measures from the state budget has been stopped (fig-
ure 4).

Figure 4. Capital investments in forestry and logging in Khmel-
nytskyi region

In modern conditions, the process of forestry research
should reach a qualitatively new level – in particular, it is
necessary to develop new approaches to the application of
econometric models and methods for forecasting indica-
tors at the regional level.

4 Findings

Statistical information describing the processes of the past
years is used for forecasting, and the trends of changes in
macroeconomic indicators are assessed by different meth-
ods. The following information was used to forecast the
forestry indicators of Khmelnytskyi region (table 1) [18].

Table 1. Initial information for forecasting forest indicators

.

t Years Y1 Y3 Y2 Y4 Y5

1 2013 1432 3095 596933 372308 9324
2 2014 1650 3156 615524 391478 11593
3 2015 1848 3690 698566 455775 31975
4 2016 2016 3961 750549 487522 29955
5 2017 1817 6624 781993 501765 33305
6 2018 1540 6577 836566 413171 37977

As there has been no capital investment in the forest in-
dustry for the last two years, we decided to forecast this in-
dicator and use the forecast data in further forecasts, where

Y1 – Forest reproduction area, hectares;
Y2 – Logging by types of forestry products, business

round wood, m3;
Y3 – Area of foci of forest pests and diseases elimi-

nated by control measures and under the influence of nat-
ural factors, hectares;

Y4 – The number of manufactured forestry products,
Fuel wood, m3;

Y5 – Capital investments in forestry, thousand UAH.
This approach allows taking into account the nonlinear

nature of the studied characteristic, in this case, the eco-
nomic development level, as well as to investigate changes
in the structure of the objects under study by the values of
the comprehensive index calculated for different periods.

Table 2. The results of forecasting by the method of the average
annual growth rate

Y1 Y2 Y3 Y4 Y5

k − p 1,06 1,10 1,20 1,08 1,38
Forecast

Yn+1 1928,44 836608 8012 540629,7 45786,4
Yn+2 2046,7 895038 9691 582504,6 62945,3
Yn+3 2172,3 957549 11721 627623,0 86534,6

Table 3 presents the results of forecasting by the
method of average absolute growth.

Table 3. The results of forecasting by the method of the average
annual growth rate

Y1 Y2 Y3 Y4 Y5

∆ − y 96,3 46265 5995,3 882,3 32364,3
Forecast

Yn+1 1913,3 828258 7506 534129,3 39300,3
Yn+2 2009,5 874523 8389 566493,5 45295,5
Yn+3 2105,8 920788 9271 598857,8 51290,6

Table 4 presents the results of forecasting the indica-
tors of the forest industry by extrapolation based on the
moving average.

Table 4. The results of forecasting by the method of average
absolute growth

Y1 Y2 Y3 Y4 Y5

∆xt -199 31444 2663 14243 3350
∆xt−1 168 51983 271 31747 -

2020
∆xt−2 198 83042 534 64297 20382

Forecast
Yn+1 1812,8 800730,2 7227,7 513121,6 35062,7
Yn+2 1795,4 813936,9 7795,9 520196,1 35463,0
Yn+3 1755,7 820219,4 8328,0 523041,8 36132,3

Another method of forecasting is the FORECAST
function. Table 5 shows the calculations of forecasts us-
ing this function.

However, for completeness of the analysis it is neces-
sary not only to receive forecast values, but also to esti-
mate, how much they are exact, that is, what error of the
received results. To do this, use the ex post method.

For the indicator “Forest reproduction area” the best
method of forecasting was the FORECAST function
method, which gave only 9.6% error, and the worst – the
method of average annual growth rate, which erred by
25.5%, as well as the method of average absolute growth,
which gave an error of 24.2% (table 6). For the indica-
tor “Logging by types of forestry products” the best was
the method of average annual growth rate, which showed
a deviation of only 0.005%, and the worst – the method of
FORECAST function (6.1%). In general, for this indica-
tor, all methods have an error of less than 10%, all methods
can be used for further analysis (table 7).
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Table 5. The results of forecasting by the method of average absolute growth

Years Y1 Y2 Y3 Y4 Y5

2010 2402 576092 3412 353913 4150
2011 1972 616736 4353 400612 6821
2012 1539 570052 5418 369453 8495
2013 1432 596933 3095 372308 9324
2014 1650 615524 3156 391478 11593
2015 1848 698566 3690 455775 31975
2016 2016 750549 3961 487522 29955
2017 1817 781993 6624 501765 33305
2018 actual meanings 1540 836566 6577 413171 37977
2018 forecast 1688,25 785511,3 4949,346 510227,4 37977,04
2019 forecast 1589,861 838136,8 5559,198 486121,9 43917,21
2019 forecast 1679,077 883086 5785,881 514158,9 50157,08

Table 6. Estimation of the error of forecasting methods for the
indicator “Forest reproduction area”

Actual
value

Forecast
for 2018

Absolute
deviation

Relative
devi-
ation,
%

Forecasting
method

1540

1913,2500 -373,25 -24,2 Average
absolute
increase

1928,4479 -388,44788 -25,2 Average
annual
growth
rate

1812,8042 -272,8042 -17,7 Flowing
average
method

1688,25 -148,25 -9,6 PREDICTION

Table 7. Error estimation of forecasting methods for the
indicator “Logging by types of forestry products”

Actual
value

Forecast Absolute
deviation

Relative
devi-
ation,
per

Forecasting
method

836566

828258 8308 1,0 Average
absolute
increase

836608 -42,33 0,005 Average
annual
growth
rate

800730,24 35835,756 4,3 Flowing
average
method

785511,3 51054,7 6,1 PREDICTION

For the indicator “Capital investment in forestry” we
calculated the value for 2018 instead of the missing one,
then the FORECAST function itself cannot be estimated.
And among others, the best is the average absolute in-

crease (3.5% error). The method of the average annual
growth rate (20.6%) turned out to be the worst.

Table 8. Estimation of forecasting error for the indicator
"Capital investment in forestry"

Actual
value

Forecast Absolute
deviation

Relative
devi-
ation,
per

Forecasting
method

37977

39300,2500 -1323,25 -3,5 Average
absolute
increase

45786,3719 -7809,3719 -20,6 Average
annual
growth
rate

35062,7072 2914,2928 7,7 Flowing
average
method

37977,04 -0,04 0,0 PREDICTION

Table 9 shows the estimation of the forecast error of the
indicator “Area of foci of forest pests and diseases elimi-
nated by control measures and under the influence of nat-
ural factors”. For this indicator, the best method was the
current average (9.9% error), and the worst – the FORE-
CAST function (24.7%) and the method of the average an-
nual growth rate (21.8%).

Table 10 contains the estimation of forecasting of the
indicator “Quantity of the made production of forestry”.
As can be seen for this indicator, all methods gave an error
of more than 10%, so the methods of simple extrapolation
can not accurately predict the behavior of it.

Consider another method of forecasting – a trend-
based extrapolation. To determine the trend, it is enough
to build a graph for the values of the studied indicator and
on the basis of it to draw a conclusion about the nature of
their change.

Figure 5 shows the trend models for the indicator “For-
est reproduction area”.

The quality of the selected model is evaluated by the
value of the coefficient of determination: the closer it is to
one, the better the model. As can be seen from the graph,
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Table 9. Estimation of the error of forecasting methods for the
indicator “Area of foci of forest pests and diseases eliminated by

control measures and under the influence of natural factors”

Actual
value

Forecast
for 2018

Absolute
deviation

Relative
devi-
ation,
per

Forecasting
method

6577

7506 -929,25 -14,1 Average
absolute
increase

8012 -1434,8949 -21,8 Average
annual
growth
rate

7227,729 -650,729 -9,9 Flowing
average
method

4949,346 1627,654 24,7 PREDICTION

Table 10. Estimation of forecasting error for the indicator
“Quantity of forestry products”

Actual
value

Forecast Absolute
deviation

Relative
devi-
ation,
per

Forecasting
method

413171

534129,25 -120958,25 -29,30 Average
absolute
increase

540629,65 -127458,65 -30,80 Average
annual
growth
rate

513121,63 -99950,63 -24,20 Flowing
average
method

510227,40 -97056,40 -23,50 PREDICTION

Figure 5. Trend models of the indicator “forest reproduction
area” in Khmelnytskyi region

the dynamics of the indicator does not have a clear trend,
so the trend models have a small coefficient of determina-
tion.

Table 11 shows that only a polynomial of the third de-
gree was able to reflect trends with a high coefficient of

determination (0,93), so only it can be used for forecast-
ing.

Figure 6 shows the trend models for the indicator Area
of pests and forest diseases, eliminated by control mea-
sures and under the influence of natural factors. This indi-
cator also does not have a clear trend.

Figure 6. Trend models of the indicator “Area of foci of forest
pests and diseases eliminated by control measures and under the
influence of natural factors” in Khmelnytskyi region

Figure 7 shows the graph and trend equation for the
indicator “Logging by type of forestry products, business
roundwood”. This indicator has a fairly pronounced dy-
namics, almost all trend lines have a coefficient of deter-
mination greater than 0,6. Therefore, all the obtained trend
models can be used for further analysis.

Figure 7. Trend models of the indicator “Logging by types of
forestry products, business roundwood”

Figure 8 shows the dynamics and modeling of the in-
dicator “The number of manufactured forestry products,
fuel wood”. The indicator of fuel wood production in the
Khmelnytskyi region had a good trend line until 2017, and
in 2018 decreased.
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Table 11. Trend models and forecast for 2018 of the indicator “Forest reproduction area”

№ Type of dependence Equation Coefficient
of determi-
nation

Forecast for
2018

1 Linear y = −42, 383x + 2013, 7 R² = 0,1467 -
2 Polynomial of the third degree y = −17, 616x3 + 285, 56x2 − 1368, 9x + 3567, 2 R² = 0,9392 1535,396
3 Polynomial of the second degree y = 21, 319x2 − 255, 58x + 2404, 5 R² = 0,3372 -
4 Logarithmic y = −234, 7 ln(x) + 2135, 7 R² = 0,3103 -

Staid y = 2099, 4x − 0, 116 R² = 0,2614 -

It is because of this decrease that we can see that not
all models have clearly continued the trend, but all mod-
els predict an increase in this figure in the future. The
coefficient of determination of the obtained trend models
showed a high value, more than 0,6 – only in the case of a
polynomial of the third degree. Therefore, for this indica-
tor only this model can be used for analysis.

Figure 8. Trend models of the indicator “Logging by types of
forestry products, business roundwood”

Table 12 calculates the forecasts of the indicator x1 –
Capital investment in forestry according to trend model,
where

Y1 – Forest reproduction area, hectares;
Y2 – Logging by types of forestry products,business

round wood, m3;
Y3 – Area of foci of forest pests and diseases elimi-

nated by control measures and under the influence of nat-
ural factors, hectares;

Y4 – The number of manufactured forestry products,
Fuel wood, m3;

Y5 – Capital investments in forestry, thousand UAH.
Thus, we have developed forecasts of the main indica-

tors of forestry in Khmelnytskyi region by simple extrapo-
lation. Not all methods showed a qualitative result. The ex
post method was used to estimate the forecast, which made
it possible to estimate the forecasting error on the actual
data for 2018. As can be seen from the forecasting analy-
sis, not all time series of forest industry indicators have a
clear trend, which can be estimated by forecasting extrap-
olation. Thus, the best trend is in the indicator “Logging

by types of forestry products”, its time series quite clearly
reflects the constant increase in the indicator. So, it is for
this indicator that our forecasts turned out to be the most
accurate.

Correlation-regression method can also be used to
predict the development of key indicators of forestry in
Khmelnytskyi region . For modeling we will use the indi-
cator Y – Logging by types of forestry products, business
round wood, m3, and x1 – Capital investments in forestry,
thousand UAH (table 13).

The main factor in the development of the forest prod-
ucts market during 2013 to 2018 was the volume of in-
vestment in forestry, which is confirmed by the study of
correlations (table 14).

Based on the initial data, we build a regression model,
starting with the assessment of the quality of modeling,
which is shown in table 15. As can be seen from the table,
the model of the impact of the amount of investment on
logging showed a high correlation between the factor and
the result.

The tabular value of the Fisher criterion is 5,98, so the
obtained value of the Fisher criterion is greater than the
tabular, which indicates the adequacy of the model.

The regression coefficients were obtained by the
method of least squares (table 15). Based on the results
of correlation-regression analysis, a model of the form (1)
was constructed:

Y = 524632, 5 ∗ x1 + 7, 346678 (1)

where Y – Logging by type of forestry products, busi-
ness roundwood, m3, x1 – Capital investments in forestry,
(thousand UAH).

Thus, with an increase in investment in the develop-
ment of the forest industry by 1%, we can expect an in-
crease in the volume of the logging market by 524632.5
points.

So, if we forecast logging according to the obtained
model, we will get 864976.6 m3 of roundwood logging in
2019 and 901939.1 m3 in 2020.

Table 16 presents the empirical data obtained from the
model, which for clarity. As can be seen from the figure,
the values obtained for the model are almost indistinguish-
able from the actual ones, which once again confirms the
quality of the simulation.

Table 17 presents all the forecasts obtained for this in-
dicator.
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Table 12. Results of forecasting

Years Y1 Y2 Y3 Y4 Y5

2010 2402 576092 3412 353913 4150
2011 1972 616736 4353 400612 6821
2012 1539 570052 5418 369453 8495
2013 1432 596933 3095 372308 9324
2014 1650 615524 3156 391478 11593
2015 1848 698566 3690 455775 31975
2016 2016 750549 3961 487522 29955
2017 1817 781993 6624 501765 33304,86
2018 actual meanings 1540 836566 6577 413171 37977,04
2018 forecast 1688,25 785511,3 4949,346 510227,4 37977,04
2019 forecast 1589,861 838136,8 5559,198 486121,9 43917,21
2020 forecast 1679,077 883086 5785,881 514158,9 50157,08

Table 13. Source information for modeling

Years Y x1

2013 596933 9324
2014 615524 11593
2015 698566 31975
2016 750549 29955
2017 781993 33305
2018 836566 37977

Table 14. Matrix of the pairwise correlation coefficient

Y x1

Y 1 0,941776
x1 0,941776 1

Table 15. Regression statistics

Multiple R 0,941776
R-square 0,886942
Normalized R-square 0,858677
Standard error 35512,55
Observation 6

Table 16. Predicted values

Observation Provided by Y Leavings Standard
balances

1 593132,9 3800,10 0,1196
2 609802,5 5721,47 0,1801
3 739542,5 -60976,50 -1,9197
4 744702,2 5846,78 0,1841
5 789313,6 12679,41 0,3992
6 853637,3 32928,73 1,0367

Thus, the study showed that the development trend of
forestry indicators is problematic and requires increased
attention to management.

Studies have shown that the main factor influencing the
development of the logging market is the financing of this
industry, so it is necessary to pay attention to investment
growth. First of all, it should be domestic investments and
means of state regulation. One of the chosen ways is the
one voted in the Verkhovna Rada and received the status

of the Law of Ukraine “On Amendments to Certain Leg-
islative Acts of Ukraine to Strengthen Forest Protection,
Prevent Fires on Forest and Water Fund Lands, Peatlands
and Other Categories”.

Now it is necessary to act ahead, to carry out active
explanatory work among the population. it is necessary to
appeal to the representatives of the central executive bod-
ies to do everything possible within their powers to prevent
the possible consequences of inadequate use of forest re-
sources. To instruct the heads of territorial bodies to apply
preventive measures, including the elimination of natural
dumps, sewage treatment, etc.

As stated in [23], the study of theoretical and practical
features of the functioning of forestry requires additional
research to determine the place of forestry in the system
of the entire national economy, its impact on the develop-
ment of the state economy. Further research in this area
is to analyze specific species sources of forestry financing,
determining the effectiveness of investments and the ratio-
nality of their use.

5 Conclusions

Forestry is one of the important areas of territorial devel-
opment. It is very difficult to predict the natural phenom-
ena with a high degree of probability, which is confirmed
by the data of previous years [24]. In this regard, in the fu-
ture it is planned to improve methods of preventive work,
increase responsibility for violating safety rules, restrict
unorganized recreation and access of vehicles to the forest
fund during the growing season.

As stated in [12], “Forests also are central to main-
taining the environmental commons. Nearly 90% of ter-
restrial biodiversity is found in the world’s forests, with a
disproportionate share in the forests of developing coun-
tries. Most of the carbon emissions of developing coun-
tries come from deforestation, which accounts for between
10% and 30% of global carbon emissions. Unfortunately,
the lack of markets for the national and global environ-
mental services offered by forests has contributed to high
rates of deforestation in developing countries. Growing
forests are a valuable resource not just for their timber and
biodiversity values but also for their prospective value if a
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Table 17. Forecast of roundwood logging, m3

Year Regression
model

Trend model
(best)

The method is
average annual
growth rate

The method is
the average ab-
solute increase

Extrapolation
based on
the flowing
average

FORECAST

2019 864976 939295 895038 874523 813937 838136
2020 901939 1029961 957549 920788 820219 883086

global market emerges for the sequestering of carbon from
forests”.

Thus, the article develops forecasts of indicators of the
forest industry of Khmelnytskyi region. These calcula-
tions can be used to carry out measures aimed at improving
the efficiency of forestry.

The main directions of solving the problems of forest
complex development (forestry and timber industries) are:

• improvement of forms of management of this complex;

• integrated use of available wood resources (own and im-
ported);

• increasing financing and efficiency of investments in the
forestry sector;

• intensification of forest reproduction and forest use.

In the current situation in our country, the decisive fac-
tor is the choice of forms of organization of production in
integrated enterprises, including – ensuring the implemen-
tation of basic principles of forest reproduction, forest use,
efficient processing of forest resources.

Continuation of scientific research on this issue will
help further development of national forestry.
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fective decision making
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Abstract.
In present paper, time series models of revenues and expenses of general and special local budget fund in Zapor-
izhzhia City Council for 2017-2020 are built. The possibility of forecasting time series has been investigated on
the example of local budget revenues and expenses. The concept of assessing the level of management control
which consists of information-analytical circuit, analysis and modeling circuit, and decision-making circuit has
been proposed. The best options for absolute and comparative economic efficiency of accounting and economic
expenses of management control have been substantiated. The forecast for calculating the absolute and com-
parative economic efficiency of management control on the data of Zaporizhzhia City Council is shown and the
annual economic effect from its implementation is calculated. The methodological approaches to the analysis
of income and expenses of the general and special fund have been improved. They, unlike existing methods,
include time series modeling and studies describing complex changes in parameters over time. This made
it possible to carry out high-quality management control and increase the efficiency of activities. The SPSS
Statistics data analysis package is used for data processing, test assumption and building the future strategy.

1 Introduction

Successful management in the system of economic rela-
tions is directly dependent on specific conditions. The
volatility in the financial sector in regions influences the
growth in production expenses of enterprises, caused by
increases in fuel, electricity and gas tariffs. The global fi-
nancial crisis due to currency fluctuations negatively af-
fects the confidence of individuals and legal entities in
banks. Quarantining of establishments led to a halt of
small and medium-sized businesses. Bankruptcy of bank-
ing institutions in previous years has increased the distrust
of deposits and loans. Under current circumstances effec-
tive management of local authorities is becoming a prior-
ity. The dynamic operating conditions in the region with
many different external and internal threats encourage the
study of the conceptual frameworks of management con-
trol.

The modern concept of management accounting in the
scope of control entered the theory and practice as a new
concept of information and management – management
control (controlling - in Germany, control de jestion - in
France). Management control is an integral element of
management process, it is control over the economic man-
agement, and not the management of activities for control.
One of the main incentives for its implementation is the
uncertainty of the results inherent in any type of activity
that are envisaged, planned and designed. Striving for con-
trol unification corresponds to the desire for the integration

∗e-mail: tanyu_zp_zgia@ukr.net
∗∗e-mail: elenamikhaylutsa7@gmail.com

of measures and weights in all countries, that is, it would
be very important to have a generally recognized system
of management control.

The implementation of local government activities is
impossible without hazards, therefore, special attention
of the management should be aimed at preventing such
threats, as well as leveling their consequences. Optimiza-
tion of resources and conducting of monitoring efforts
aimed at the effective and stable operation of local council
bodies, and risk management are approaches to the need
for internal control. The systematic implementation of in-
ternal control is one of important management functions of
the local council body. The control function involves the
verification of planned and actually revenues and expenses
incurred for general and special funds. Monitoring the op-
timal use of local budget funds, competent management of
financial resources, rapid response to threats to minimize
and prevent harm ensure effective city management.

2 Literature review

The main issues addressed in this paper are based on re-
view and analysis of foreign and domestic publications.
Information and analytical support of management con-
trol has been the subject of numerous studies during last
decades in developed and developing countries. Definition
of management control, as a process due to which man-
agers ensure that resources come and are used efficiently
and effectively to achieve the objectives set for the organi-
zation, is presented by S. Gschwantner and M. Hiebl [1].
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Indeed, any research is based on the study of the concep-
tual and categorical apparatus. In foreign sources, man-
agement control is described as a function aimed at achiev-
ing certain goals within the established schedule. This
process has three main components, such as taking correc-
tive action, measuring of actual productivity and standard-
setting. Management control is defined as a process that
helps to achieve objectives of the organization [2]. But
the author did not single out the functions of the manage-
ment control itself. All functions of management control
are important and closely interact with each other, passing
into each other.

R. Savchenko and N. Savchenko believe that any eco-
nomic entity operates under uncertainty, and the main task
of managers and owners of an enterprise is to assess the
uncertainty level and to make appropriate management de-
cisions to achieve the strategic objectives. At the same
time, the achievement of both strategic and operational ob-
jectives of enterprise under conditions of uncertainty and
permanent risks is facilitated by the management control
system. The presented classification division of manage-
ment control [3] made it possible to prove the feasibility
of identifying varieties of control depending on the levels
of making management decisions.

However, a prerequisite for ensuring management con-
trol is the adoption of effective management decisions
based on timely prevention and checking errors of ac-
counting objects [4]. But the content of the author’s def-
inition of management control is very similar to the in-
terpretation of internal accounting control. The threat of
committing violations and mistakes can happen by the co-
incidence of subjective factors (conducting ineffective cor-
porate management) and objective ones (changes in legis-
lation, economic crisis). Based on a literature survey of
the impact of management control, the authors [5] identi-
fied several factors that can affect the management control
systems and activities of organizations.

Also, numerous factors enabling the correct focus of
the management control system on management decision-
making are provided as well. However, the author did not
correctly identify the factors that positively or negatively
affect the conduct of management control and manage-
ment decision-making.

The study of management control features can be
found in works of such scientists as S. Saliga [6], K. Saliga
[7], Yu. Yarashykly [8], E. Antipenko [9] and others. The
results of management control depend on its effectiveness.
It is necessary to compare the benefits received and the ex-
penses incurred to calculate the effectiveness of their im-
plementations [8]. Especially noteworthy is the reasonable
calculation of economic efficiency. The authors [6] de-
veloped a system of indicators to assess financial security
and tax audit effectiveness, that is based on the principles
for assessing the quality and effectiveness of tax audit as
a financial security component and cost-benefit studies of
economic activities of enterprises. The concept proposed
by the author can be used to calculate the economic ef-
ficiency of any control object. Detailed consideration of
the principle of economic efficiency assessment of the en-
terprise is given by K. Saliga. In [7] he analyzes the re-

lationship of the indicator to the nature and effect of eco-
nomic laws, correlation of economic efficiency indicators
of production at the levels of the national economy and the
economic entity, consistency, logical coherence, the link
with partial indicators of economic efficiency, interdepen-
dence of changing indicators based on trends of living and
materialized labor, making production self-sustainable as
a constraint on changes in private performances, full ac-
counting of production expenses and results, their corre-
spondence to each other in time and content, embrace of
all types of enterprise activities, availability of criteria for
determination of private generalized productive indicators,
efficiency of using all types of advanced, applied and used
resources, the focus on achieving the main (general) pro-
duction objective, logistic approach to assessing enterprise
productivity, quantitative measurability of indicators and
performance criteria and comparability of the options. So,
the author is a well-grounded study based on the founda-
tions of economic theory. These approaches will be used
in the future.

In works [9, 10] the importance of evaluating the ef-
fectiveness of investment projects in market conditions is
noted. The focus is on cash flow modeling, including all
cash receipts and expenses related to the project for the pay
period, taking into account the possibility of using differ-
ent currencies. The authors highlighted the principle of
positivity and maximum effect, the time factor, forthcom-
ing expenses and revenues, comparisons “with the project”
and “without the project”, the presence of different project
participants taking into account all the most real conse-
quences of the project. They demonstrated multi-stage as-
sessment accounting for the impact of inflation, the impact
of uncertainties and risks (in quantitative form).

The project throughout its entire life cycle is under
consideration and the conditions and the impact of work-
ing capital requirements on the efficiency of investment
projects are compared.

E.G. Dolan and D.E. Lindsey point out that it is neces-
sary to distinguish between external and internal produc-
tion expenses. Full expenses (economic expenses), in ad-
dition to production expenses (accounting expenses), in-
clude normal profits as the minimum value, upon which it
makes sense to deal with entrepreneurship [11]. The au-
thors in their conceptual study substantiated the difference
between accounting and economic costs.

However, despite significant scientific achievements,
under modern conditions of management, state bodies of
local authority generate new theoretical and practical prob-
lems that require solutions, including the improvement of
work organization of their administrative apparatus and
timely conducting the managerial control over income and
expenses incurred for their maintenance.

Within the framework of this article, scientific works
on the study of data mining methods, as well as decision-
making based on these analyses, are considered. The au-
thors of the article [12] applied a scientific econometric ap-
proach to determine the general presence and strength of
the relationship between the economic indicators of large
industrial enterprises in the region of Ukraine. The most
significant coefficients of the analysis of the financial con-
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dition are revealed. Indeed, you need to have analyzed the
object of research over a number of years to derive your
own economic indicators. This allows you to justify the
research results and make a prediction of the data.

A group of scientists [13] described the directions of
promising research in the field of analysis and model-
ing of the dynamics of time series of processes in com-
plex systems with the presence of a human factor. Gen-
eral information about time series and tasks of their anal-
ysis is given. The modern methods of analysis of time
series of economic processes are considered. Scientists
have proven that economic processes cannot be consid-
ered completely random, since they tend to self-organize
and, moreover, are influenced by the memory of previous
states.

The features of the main methods of analysis and fore-
casting of time series are presented in the works [14–23].
In addition, the authors highlight the problems and disad-
vantages of these methods that arise when they are applied
to nonstationary time series. The article [14] provides a
review of the literature on statistical methods for analyz-
ing time series data. The author considers the following
models: of exponential smoothing, of autoregressive inte-
grated moving average, of unobservable components. The
study [15] provides overview of statistical analysis of time
series with an emphasis on methods of data interpretation,
as opposed to methods of empirical forecasting. Scientists
compare methods of processing non-stationary processes
both from the point of view of non-stationarity on the av-
erage and non-stationarity in the structure.

Focusing on the fact that in the modern economy a
much greater place is occupied by the estimation of dy-
namic models that reflect short-term and long-term rela-
tionships between economic variables, the author of the
scientific study [24] analyzed the Box-Jenkins approach
to identifying time series, estimated ARIMA models pa-
rameters and made forecast using these models.

Based on the analysis of literary sources, it can be con-
cluded that there is no single view of the methodological
approaches to management control in the city council for
making management decisions. Thus, the implementation
of theoretical achievements of scientists requires a deeper
clarification of methodological developments, considering
modern economic trends in the economic development and
increased competition.

3 Materials and methods

In management control of the city council the presence
of high-quality information and analytical support at all
stages of its implementation is of great importance. A
successfully built information and analytical support for
management control will help to provide the quality of all
its stages and timely process information, increasing the
overall city council efficiency.

3.1 Data analysis

The use of various special processing techniques equipped
with computer-assisted statistical information packages,

such as spectral analysis, regression and correlation ana-
lyzes, guarantees a comprehensive and in-depth analysis
of information. Universal mathematical approaches are
successfully applied to analyze and perceive information
in order to correctly forecast and develop a profitable in-
vestment strategy. Time series analysis provides insight
into the causal mechanisms behind this series. The pa-
per considers time series that describe revenues and ex-
penses data for the local budget (general and special fund)
with a complex nature of development. Simple smooth-
ing method is used to find the evaluation of trend model
parameters. The original time series is converted into a se-
ries, the values of which are the data averaged over three
adjacent points in time series. The refined time series mod-
els of the special and general local budget fund revenue
with the obtained trend lines is shown in figures 1, 2.

Figure 1. The refined time series model of the general local bud-
get fund revenue

Figure 2. The refined time series model of the special local bud-
get fund revenue

Based on the Fisher ratio (F-test), an analysis of time
series stationarity describing the change in value of the
completed general and special funds was carried out.
Comparison of the obtained Fisher ratios for each of time
series with table values for a specified value level of 0.05
made it possible to state that the value changing processes
of completed general and special funds for 2017–2020 are
stationary in the narrow sense.

The hypothesis of the stationarity of this process was
tested on the basis of the Student’s t-test [25]:

t = |E1 − E2| /
(
σ

√
(1/n1 + 1/n2)

)
, (1)
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where n1, n2 – the number of elements included in both
parts, E1, E2 – mathematical expectations, σ is a standard
deviation of the difference in mathematical expectations.
The Student’s t-test of time series of general and special-
ized funds are, respectively, tg = 0.09 and ts = 0.93, while
the table value of time series boundary is ttabl = 2.03. Data
analysis made it possible to conclude that this process is
stationary in terms of mathematical expectation and there
is no non-random component of considered time series.

Implementation of time series analyzing methods al-
lows you to make a reasonable forecast of changes in the
studied indicators under certain conditions and properties
of time series. Using this forecast, it is possible to build
a strategy of actions for the future, applying the obtained
indicators to carry out management control of the targeted
use of transfers, implementation of targets for the estab-
lishment of a special and general local budget fund (fig-
ure 3).

Figure 3. Actual and projected values of the general local budget
fund (UAH)

Within the present study framework based on the data
obtained on general and special funds expenses of the local
budget in Zaporizhzhia City Council for 2017–2020, data
forecast was carried out using the exponential smoothing
method.

Figure 4 shows a plot of actual expenses (blue plot),
an exponential forecast model with a smoothing factor of
k = 0.8 (red plot), and a forecast value with k = 0.1 (green
graph). The forecast model for k = 0.1 is smoother and re-
acts more slowly to bursts in recent periods than for k=0.8.

The calculated forecast accuracy for the two presented
models is 97.39% and 97.99%, respectively. It is impor-
tant to note that this model assumes regular recalculation
of the forecast at the end of the last period and the appear-
ance of new expenses data to forecast for the last period.

3.2 Economic efficiency for carrying out
management control

Prerequisite for ensuring management control of the city
council is making effective management decisions based
on timely prevention and identifying errors in the forma-
tion of revenues and expenses of the general and special
fund of local budget at all stages of management appara-
tus work.

Figure 4. Actual and projected values of the general local budget
fund (UAH)

The proposed concept of management control assess-
ment, which includes information and analytical circuit,
the analysis and modeling circuit, as well as a decision-
making circuit, is shown in figure 5.

The absolute and comparative economic efficiency of
accounting expenses and the economic expenses of man-
agement control are analyzed. Statistical data was taken
from the general and special fund of the Zaporizhzhia City
Council from the site zp.gov.ua, and the management in-
formation from the site smida.gov.ua, youcontrol.com.ua,
and also used analytical internal and forecast information.
For the optimal option, the specified indicators should ex-
ceed the corresponding standard indicator of the expenses
of its implementation. The developed system of indicators
for evaluating management control effectiveness is based
on the formed quality and performance assessment prin-
ciples of its implementation [26]. Let’s apply the con-
cept of assessing the level of management control in Za-
porizhzhia City Council for January 2021 to calculate the
absolute and comparative economic efficiency for its im-
plementation (tables 1, 2) in order to determine the annual
economic effect of its implementation (table 3). The data
in tables 1–3 are derived from planned internal statistics.
The information for January 2021 allowed us to expand
the estimate of the annual effect for comparison with the
actual data.

Economic effect of management control can be calcu-
lated as the difference between annual results and incre-
mental expenses:

∆Wmc = (∆Amc2 − ∆Amc1) ·
(

ExEmc1

∆Amc1

)
−

− (ExEmc2 − ExEmc1) (2)

The assessment of the effectiveness of management
control in the Zaporizhzhia City Council for January 2021
revealed the following:

1. The absolute economic efficiency in relation to the
accounting costs of management control is: the planned
8.65, the actual 8.22 – a decrease of 0.43. The absolute
economic efficiency in relation to the economic costs of
management control is equal to: the planned 7.86, the ac-
tual 7.47 – a decrease of 0.39. Thus, the Zaporizhzhia
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Table 1. Absolute economic efficiency for carrying out management control for January 2021, UAH

Indexes Value City
Council
plan

City
Council
fact

Deviation

Additional result obtained at the expense of management
control, UAH / year

∆Amc 494 540 469 813 -24727

Cost savings 494 540 469 813
Accounting expense for management control, UAH Examc 57 173 57 173
Materials, UAH / year 2 703 2 703
Salary, UAH / year 40 800 40 800
Accrual per Individual Entrepreneur, UAH / year 8 976 8 976
Amortization expense, UAH / year 2 214 2 214
Others, UAH / year 2 480 2 480
Indicator of absolute economic efficiency of accounting
expense for management control, units

Emc = ∆Amc/Examc 8,65 8,22 -0,43

Regulatory profit from management control, UAH / year Pr 5717 5 717
Regulatory profitability of products, units PAr = Pr/Exa 0,10 0,10
Economic expense of management control, UAH / year ExEmc 62 890 62 890
Indicator of absolute economic efficiency in relation to
the economic expense for management control, units

E′mc = ∆Amc/Exemc 7,86 7,47 -0,39

Criterion (normative indicator) of economic efficiency of
expenses for management control

E′nmc 7,5 7,5

Figure 5. The concept of assessing the level of management control

City Council has a high absolute economic efficiency from
the management control. The decrease in the actual figure
compared to the planned was due to the lockdown, which
occurred in January 2021 and reduced the amount of in-
come received.

2. The comparative economic efficiency of accounting
costs for management control is: planned 1.30, the ac-
tual 1.24 – a decrease of 0.6. The comparative economic
efficiency of economic costs of management control is
equal to: the planned 1.30, the actual 1.24 – a decrease of
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Table 2. Comparative economic efficiency for management control in January 2021, UAH

Indexes Value City
Council
plan

City
Council
fact

Deviation

Additional result obtained at the expense carry-
ing out of management control in the base period,
UAH / year

∆Amc1 300 000 300 000

Additional result obtained at the expense carry-
ing out of management control in the new period,
UAH / year

∆Amc2 494 540 469 813 -24727

Index of additional result obtained at the expense
carrying out of management control, units

Iamc = ∆Amc2/∆Amc1 1,65 1,57 -0,08

Accounting expense obtained at the expense car-
rying out of management control in the base pe-
riod, UAH / year

Examc1 45 000 45 000

Accounting expense obtained at the expense car-
rying out of management control in the new pe-
riod, UAH / year

Examc2 57 173 57 173

Index of accounting expense obtained at the ex-
pense carrying out of management control, units

IExamc = Examc2/Examc1 1,27 1,27

Indicator of comparative economic efficiency of
accounting expense obtained carrying out of man-
agement control, units

ECmc = IamcIExamc 1,30 1,24 -0,06

Economic expense obtained at the expense carry-
ing out of management control in the base period,
UAH / year

ExEmc1 49 500 49 500

Economic expense obtained at the expense carry-
ing out of management control in the new period,
UAH / year

ExEmc2 62 890 62 890

Index of economic expense obtained at the ex-
pense carrying out of management control, units

IExEmc = Exemc2/Exemc1 1,27 1,27

Indicator of comparative economic efficiency of
economic expense obtained carrying out of man-
agement control, units

E′Cmc 1,30 1,24 -0,06

Table 3. Annual economic effect of management control in January 2021, UAH

Indexes Value City
Council
plan

City
Council
fact

Deviation

Additional expense for obtaining additional economic re-
sult from carrying out of management control, UAH /

year

(ExEmc2 − ExEmc1) 13 390 13 390

Additional economic result from carrying out of manage-
ment control, UAH / year

[
(∆Amc2 − ∆Amc1)·
·(ExEmc1/∆Amc1)

]
32 099 28 019 -4 080

Annual economic effect from carrying out of manage-
ment control, UAH / year

∆Wmc 18 709 14629 -4080

0.6. Thus, the Zaporizhzhia City Council has a high com-
parative economic efficiency from the management con-
trol. The decrease in the actual indicator compared to
the planned one was due to a decrease in the amount of
income, provided that the actual amount of planned ex-
penses is observed.

3. The annual economic effect of management con-
trol is: according to the plan UAH 18,709, in fact UAH
14,629 – a decrease of UAH 4,080. Thus, the Zapor-
izhzhia City Council has a high annual economic effect

from management control. In this study, the economic
effect is achieved by obtaining a greater additional result
(benefits) from managerial control in comparison with the
additional costs that were spent on its implementation. As
a result of the study, a relationship was revealed that shows
that during management control errors are quickly identi-
fied and shortcomings in the work of administrative per-
sonnel are additionally reduced, which prevents financial
sanctions, abuse and, in general, reduces the costs of the
enterprise.
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4 Conclusions

Having studied the subject area and detailed analysis of
the presented issue, the following was established:

1. Time-series revenue and cost models of the general
and special fund were built on the basis of the data
obtained from the local budget in Zaporizhzhia City
Council for 2017–2020. The time series modeling
and research describing complex changes in param-
eters over time makes it possible to visually analyze
and timely control the analytical material of rev-
enues and expenses of general and special funds in
order to make effective management decisions.

2. The concept of assessing management control is
proposed, which, in contrast to the existing ones,
consists of the following contours: information and
analytical, analysis and modeling, decision making.
It has been tested on data from the Zaporizhzhia
City Council. It is universal and can be used to as-
sess the level of management control in all regions
of Ukraine. This will make it possible to conduct
a timely assessment of management control, which
will increase the efficiency of work.

3. The best options for absolute and comparative eco-
nomic efficiency of accounting and economic costs
of management control are proposed and substan-
tiated. This will help to calculate the annual eco-
nomic effect of management control, and the result
(profit or loss) will help to make effective manage-
ment decisions.

4. The concept of management control assessment was
tested on Zaporizhzhia City Council data. The cal-
culation results made it possible to conclude that
Zaporizhzhia City Council has a high probability
of absolute and comparative economic efficiency of
management control which in turn gives a high eco-
nomic effect.

In the future, the proposed methodology for assessing
the level of management control can be used in the work
of state bodies at all levels of government.
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Abstract. The purpose of this work is to research the problem of sustainability of the integrated technogenic
system in an innovative economy and “Industry 4.0”. The paper deals with the methods of assessing the level
of sustainable development of the integrated technogenic system as a family of models for eco-economic and
socio-humanitarian management of technogenic economic objects. The economic approach to modeling a sus-
tainable development is considered, which consists of the optimal use of limited resources and applies natural,
energy and resource-saving technologies to generate aggregate income. At the same time, the transition to the
information society leads to a change in the structure of aggregate capital in favor of human, increasing intan-
gible flows, flows of information and intellectual property. The problem of sustainable development through 7
main assets (capitals) that support the viability of socioenvironmental and economic systems is considered. The
concept of sustainable development, the system of global dimensions of sustainable development and the level
of sustainable development are defined. The presented methodology for the formation of humanitarian compo-
nent of technogenic regional production uses available statistic data. Application of these methods will improve
efficiency of managerial decisions in the technogenic regional production management, maximize benefits from
the use of innovations and define strategic innovative directions for regional development.

1 Introduction: problem analysis and
statement

The global goal of this research is to create a methodol-
ogy for making managerial decisions for sustainable, safe,
secure and viable development of environmental economy
and integrated technogenic systems and objects.

The concept of sustainable and safe development of
the state and individual regions allows to ensure stable and
balanced development of four sectors: economic, ecologi-
cal, social and spiritual and moral unity on the basis of in-
novative socio-humanitarian technologies, combining the
principles of economic efficiency, social security and en-
vironmental safety.

Currently, the issues of ecological, economic and
socio-humanitarian safe and sustainable development of
civilization have come to the forefront of scientific re-
search and public consciousness in general. Mankind has
reached the point where modern civilization, often called
technogenic-consumer, has found its hopelessness, when
it is necessary to seriously reconsider its basis and con-
sciously choose another, spiritual and ecological, devel-
opment strategy, otherwise humanity may be destroyed
from Earth due to global systemic crises that have erupted
in recent years. To solve this problem, humanity needs
to abandon a number of stereotypes and direct the vec-
tor of civilizational development to the formation of the

∗e-mail: sramazanov@i.ua
∗∗e-mail: alexgontcharenko@gmail.com

sphere of mind (“noosphere” according to V.I. Vernad-
sky). The formation of the noosphere-ecological imper-
ative is associated with the formation of a society that
is able to ensure the coevolutionary and viable develop-
ment of civilization for planetary integrity. Sustainable
and safe development is impossible without the spiritual,
cultural and educational improvement of man himself.
The new model of civilizational development, which im-
plements non-traditional ecological, economic and demo-
graphic imperatives, must have a deeply humanistic so-
cial orientation. Such an approach to understanding the
noosphere requires the creation of a new model of sci-
ence, which should be based not only on a rational intel-
lectual approach to the ecosystem, but also based on its
spiritual and cultural components. At the same time, the
most important problem is the integration of science, edu-
cation and innovative technology based on the noosphere
paradigm of sustainable development.

The problem of studying the sustainable and safe de-
velopment of the state and individual regions in socio-
environmental and economic systems with humanitarian
components, i.e. on the basis of integration of 4 spheres
of activity and functioning of modern complex systems in
innovative economy (presented both in phase space and in
ESTI space – “education – science – technology – innova-
tion”), as well as in modern science in general, is the main
and relevant. Only the integration of methods of modeling
socio-economic, ecological, cultural, spiritual and other

© The Authors, published by EDP Sciences. This is an open access article distributed under the terms of the Creative Commons Attribution License 4.0
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processes can ensure the sustainability and viability of the
entire system [1–7].

Also, note that a system-thinking and active person
usually forecasts and considers his/her performance re-
sults, compares his/her capabilities, considers environ-
mental interests, those of future generations and the need
for noospheric development.

The purpose of the paper is to study the problem of
sustainability of integrated technogenic system in an inno-
vative economy and to research the methods and method-
ologies for assessing the level of sustainable development
of the state and individual regions in order to ensure stable
and balanced development of four sectors: economic, eco-
logical, social and spiritual and moral unity on the basis
of innovative sociohumanitarian technologies, combining
into a holistic system the principles of economic efficiency,
social security and environmental security.

Description of key findings. Carrying out a compre-
hensive analysis of the sustainability of regional develop-
ment involves the use of criteria and indicators that allow
to obtain a reliable assessment of its level, direction and
intensity of change. However, economics has not finally
developed approaches to justify their choice, methods of
calculation, determination of patterns of development, etc.
The main disadvantage of the existing methodological pro-
visions is that they do not allow to fully assess the sustain-
ability of the region, the degree of influence of various fac-
tors on the level of its change and discrepancies with the
limit values. Different views among scholars dealing with
the problem of sustainable development of the region are
manifested in the choice of criteria that should be the basis
for assessing the sustainability of development.

We note that the general scheme of integration model
of steady safe ecological, economic, social and humanitar-
ian development of system is presented in [1–3, 6–8].

The paradigm of sustainable development, which pro-
vides a dynamic process of successive positive changes
that ensure the balance of economic, social and envi-
ronmental aspects, should be the basis for the formation
of approaches to solving the problems of territorial enti-
ties. This is especially relevant today, when the focus of
economic reforms is shifting to the level of regions and
strengthening their role in the implementation of economic
policy. The priority approach in the implementation of re-
forms at the regional level should be the belief that the
development of the territory should not be equated with
its economic development. It is impossible to consider the
region developing steadily only on the basis of increase of
economic indicators. Sustainable development should be
aimed at achieving a high quality of life, with a positive
dynamic of indicators. The priority of the new stage of
economic change is the innovative modernization of the
regional economy.

It is believed that the term “sustainable development”
is inherently innovative, because for the continuous, stable
operation of any system in changing environmental condi-
tions, it must constantly increase the degree of organiza-
tion, adapting to these changes, i.e. generate new forms
and mechanisms of stability support.

The transition to sustainable development requires rad-
ical transformations, at the center of which is the socializa-
tion, greening and humanization of all major human activ-
ities, changing his consciousness and creating a new “sus-
tainable society”. Such changes must take place purpose-
fully, consciously, taking into account socio-economic,
political, technical and other conditions. In general, the
level of sustainable development of the technogenic re-
gion is due to the interaction of factors’ groups of socio-
economic, environmental and innovative nature.

Socio-economic factors include: production and re-
source potential (labor, material, financial, raw materi-
als, fixed capital, etc.), market (factors of demand, sup-
ply and distribution; interpenetration of regional, national
and world markets), strengthening the social function of
the state, income level (propensity to consume, save, in-
vest), education and health care, social protection, level
and quality of life, level of environmental awareness.

The environmental aspect of sustainable development
implies the rational use of natural resources (subsoil, ex-
traction of natural resources, forest, water, land fertility,
wildlife) on the principles of their economy, efficiency of
recreational capacity and investment in environmental ac-
tivities. This approach to sustainability means the maxi-
mum reduction of their use, the search for substitutes, the
widespread introduction of resource-saving technologies.

Innovative factors include intellectual potential (ideas
and knowledge, which turn into new sources of raw mate-
rials and power; information), scientific and technical po-
tential (substitution technologies, technological activity),
investment in innovation.

Thus, sustainable development means that the socio-
economic system ensures the dynamic stability of its prop-
erties, applying at the same time the whole set of fac-
tors that affect the level of competitiveness of the region’s
economy.

The system of indicators that characterize the sustain-
able development of the technogenic region can be iden-
tified as criteria for assessing the above factors. Lead-
ing international organizations are elaborating indicators
of sustainable development: United Nations, World Bank,
Organization of Economic Cooperation and Development
(OECD), European Commission, Scientific Committee
on Problems of the Environment (SCOPE) and others.
Among individual countries, the experience, scale, dura-
tion and complexity of a system of sustainable develop-
ment indicators in the United States and the United King-
dom should be particularly noted. These countries began
this work at the governmental level in the mid-1990s.

2 Main results

The problem of sustainable development on the basis of
the “hexagon” of fixed assets, which support the activity
of SEESM [1]. The main assets that support the viabil-
ity of integrated SEESM are the following 7 factors: S –
Social capital; Φ – Financial capital; N – Natural capital
(land, water, etc.); K – Physical capital (fixed assets); L
– Labor resources; H – Human (intellectual) capital; I –
Institutional factor (resource).
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The generalized production-technological function
(PTF) can be represented in general as a nonlinear func-
tion:

Y(t) = F[K(t, L(t),H(t),N(t),Φ(t), S (t), I(t);~c]. (1)

It can be used to analyze the sustainable development.
The level of sustainable development (SDL) will be as-

sessed using the index Isdl, which is calculated as the sum
of indices for four areas: economic (Ieco), ecological (Iecl),
social (Isoc) and humanitarian (Ihum) with the appropriate
weight coefficients, that is:

Isdl = α1Ieco + α2Iecl + α3Isoc + α4Ihum,

α1 + α2 + α3 + α4 = 1, αi ≥ 0, i = 1, ...4 (2)

Each of the indices Ieco, Iecl, Isoc and Ihum is calculated
using well-known in international practice indices and in-
dicators.

Using the arithmetic mean form of construction of the
generalized indicator at decrease of social and economic
indicators and at increase of ecological ones, the leveling
of a threatening situation is possible. Therefore, the con-
tent of the considered indicator is more consistent with the
geometric mean value, which reflects the proportionality
between the indicators. In addition, the considered indica-
tors will reflect the real situation in the region. The level
of sustainable development of the region can be calculated
by the following formula:

Isdl =
4
√

[α1Ieco × α2Iecl × α3Isoc × α4Ihum]. (3)

In particular, the level of sustainability of economic
development of the region can be determined by the fol-
lowing formula:

Ieco = 5
√

In × Iu × IΦ × Im × Inp, (4)

where Ieco – the level of sustainability of economic devel-
opment of the region; In – level of production component
of regional development: innovation, labor, financial and
natural resources; Iu – the level of innovation component
of regional development; IΦ – the level of the financial
component of regional development; Im – the level of the
labor component of regional development; Inp – the level
of natural resource component of regional development.

This construction of the indicator will reflect the im-
portance of each of the considered components: eco-
economic and socio-humanitarian subsystems (spheres) in
the performance of the objective function. A change in
any of the private indicators leads to a change in the value
of the aggregate indicator and captures a change in the
steady state of the region. In the general case, all indi-
cators change over time, i.e. have a certain dynamics.

Simple conditions for sustainable development (SD)
are defined as follows:

1) condition of weak stability:

dF[·]
dt
≥ 0 or Ft+1[·] ≥ Ft[·], (5)

where Ft[·] = F[K(t), L(t),H(t),N(t),Φ(t), S (t), I(t), ~c].

2) condition of strong stability:

dF[·]
dt
≥ 0, N = NC + NS and

dNC

dt
≥ 0, or NC

t+1 ≥ NC
t ,

(6)
where NC – critical part of natural capital, and NS –
natural capital, which can be replaced by artificial.

For example, given critical natural capital NC , sustain-
able development can be supplemented by a time limit on
depletion of this value. For a time-decreasing production
function, the arguments of which are aggregated variables:
labor – L, capital – K and natural resource N, we will have
the ratio:

Ft(K, L,N) ≤ Ft+1(K, L,N) (7)

or, in the general case:

F(K(t), L(t),H(t),N(t),Φ(t), S (t), I(t), ~c) ≤
≤ F(K(t + 1), L(t + 1),H(t + 1),N(t + 1),

Φ(t + 1), S (t + 1), I(t + 1), ~c) (8)

And it also requires compliance with the condition of
not decreasing in time the value of NC , i.e. Nt = NC

t + NS
t ,

as well as the condition of partial replacement of natural
capital N by artificial NS (or non-renewable resource for
renewable resource): Nt = NC

t + NS
t .

The integrated level of sustainable development for all
capital (resources) can be defined, for example, in the case
of linear dependence as:

Ysdl(t) = c1K(t) + c2L(t) + c3H(t)+
+c4N(t) + c5Φ(t) + c6S (t) + c7I(t), (9)

where c1, c2, c3, c4, c5, c6, c7 weight (normalizing and scal-
ing) coefficients.

In the general case, the integral level of sustainable de-
velopment can be represented as a nonlinear function:

Ysdl(t) = Fsdl[]K(t), L(t),H(t),N(t),Φ(t), S (t), I(t), ~c].
(10)

Private versions of the PTF model:
a) Mankiw-Romer-Weil model. Option of accounting

for human capital H in the production function (PF), along
with physical capital (K), labor (L) and natural (N) re-
sources:

Y(t) = Kα(t) · Hβ(t) · [A(t) · L(t)]1−α−β, (11)

where α, β > 0, α + β < 1; H; A(t) – function of scientific
and technological progress. Note that α is a part of capital
provided by investment growth (capital costs); β is similar.

b) Model of accounting for all fixed assets:

Y(t) = A(t)Kα(t)·Lβ(t)·Hγ(t)·S ρ(t)·Φq(t)·Nτ(t)·Iν(t), (12)

where α, β, γ, ρ, q, τ, ν > 0 and α+β+γ+ρ+q+τ+ν = 1.
The following notations are also used here: K – physi-

cal capital, L – labor, H – human capital, S – social capital,
Φ – financial capital, N – natural resources (land, water,
etc.), A(t) is a function of the level of scientific, techni-
cal and technological development, for example, A(t) =
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aT S (t), where T (t) – volume of innovative technologies
(resources).

The system of global measurements of sustainable de-
velopment. An important problem in implementing the
concept of sustainable development is the formation of a
system of measurements (indices and indicators) for quan-
titative and qualitative assessment of this complex process.
The main requirements for this system of measurements
are its completeness of information and the adequacy of
the presentation of the interconnected triad of components
of sustainable development. Well-known international or-
ganizations and numerous scientific teams are currently
working in this direction, but unambiguous coordination
of this system of measurements has not been achieved yet.

Here is a system of measurements of sustainable de-
velopment, proposed by the Institute for Applied System
Analysis of Igor Sikorsky Kyiv Polytechnic Institute [2, 9].

The level of sustainable development is assessed us-
ing the corresponding Isdl index, which is calculated as the
sum of indices for four areas: economic (Ieco), ecological
(Iecl), social (Isoc) and humanitarian (Ihum) with the appro-
priate weight coefficients.

Of course, all indicators that affect the components of
these indices, as well as these indices themselves, are mea-
sured in different units and have different interpretations.
Therefore, they are reduced to a normalized form so that
their changes, as well as changes in the indices themselves,
were in the range from 0 to 1. In this case, the worst val-
ues of these indicators will correspond to numerical values
close to 0, and the best – will bring these values closer to 1.
This rationing allows you to calculate each of the indices
Ieco, Iecl, Isoc and Ihum in the form of the average sum of its
components with the appropriate weight coefficients.

1. The index of economic area (Ieco) is formed from
two global indices:

a) the index of competitive development (the index of
competitiveness – Ic), developed by the organizers of the
World Economic Forum. This index is calculated annually
for 117 economies of the world and is published in the
form of the so-called “Global Competitiveness Report”.
The competitiveness index is formed from the following
three indicators: the indicator of technological develop-
ment of the country; indicator of civil institutions and in-
dicator of macroeconomic environment. These three indi-
cators are calculated based on the use of 47 data sets of the
state of technology and innovation development, the level
of information and communication technology, the level of
R&D spending, the level of foreign investment, the level
of business independence from government, the level of
corruption in the country, etc.;

b) index of economic freedom (Ie f ), which was de-
veloped by the intellectual center of the Heritage Foun-
dation. It is published annually in the Wall Street Jour-
nal. The index of economic freedom is formed from the
following ten indicators: the country’s trade policy; fiscal
burden from the government; government intervention in
the economy; monetary policy; capital flows and foreign
investment; banking and financial activities; pricing and
remuneration policies; private property rights; regulatory
policies; informal market activity. These ten indicators are

calculated based on the use of 50 sets of various economic,
financial, legislative and administrative data.

2. The index of ecological area (Iecl) is assessed us-
ing the well-known ESI (Environmental Sustainability In-
dex), calculated by the Center for Environmental Law and
Policy at Yale University (USA) for 146 countries. The
ESI index is formed of 21 environmental indicators, which
were calculated based on the use of 76 sets of environmen-
tal data on the state of natural resources in the country,
the level of environmental pollution in the past and today,
the country’s efforts to manage environmental conditions
characteristics and more.

The ESI index quantifies a country’s ability to pro-
tect its environment, both in the current period and in
the long run, based on the following five criteria: the
existence of a national environmental system; possibility
to counteract environmental influences; reducing people’s
dependence on environmental influences; the country’s so-
cial and institutional capacity to respond to environmental
challenges; the possibility of global control over the envi-
ronmental state of the country. In addition, this index can
be used as a powerful tool for decision-making on an ana-
lytical basis, taking into account the social and economic
areas of sustainable development.

3. The index of the social area (Isoc) is formed by av-
eraging three global indices:

a) Index of Quality and Safety of Life (Iq), developed
by the international organization Economist Intelligence
Unit. This index is formed using the following nine indica-
tors: GDP per capita at purchasing power parity; average
life expectancy of the population; rating of political sta-
bility and security of the country; the number of divorced
families per 1,000 population; level of public activity (ac-
tivity of trade unions, public organizations, etc.); differ-
ences in latitude between warmer and colder regions of
the country; unemployment rate in the country; the level
of political and civil liberties in the country; the ratio be-
tween the average wages of men and women.

b) Human Development Index (Ihd), used by the
United Nations Development Program. It is formed with
the help of the following three indicators: the average life
expectancy of the country’s population; level of education
and standard of living of the country’s population, mea-
sured by GDP per capita at purchasing power parity (GDP
per capita).

c) Index of a knowledge-based society, or K-society
(Iks), developed by the United Nations Department of Eco-
nomic and Social Development. This index is determined
by three main indicators: intellectual assets of society; de-
velopment prospects of society and development quality
of society, which are formed by 15 data sets on the level
of youth education and information, investment climate in
the country, corruption, inequality of material and social
benefits (GINI-index), the level of child mortality, etc.

4. Methods of forming the humanitarian index
(IDXHUM or Ihum) [10] An urgent problem is the forma-
tion of a methodology for calculating the humanitarian
index, which has an available statistical basis and, along
with other indices, can be used in modeling and to assess
the level of sustainable development of regions. There-
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fore, the task is to develop a methodology for forming a
humanitarian index to assess the level of sustainable de-
velopment of the region. The basis for the formation of
the humanitarian index is directly the input data, which in
some way is aggregated into parameters. The parameters
are aggregated into indicators, and the indicators already
make up the humanitarian index.

The information base for the formation of the human-
itarian index was the data of the State Statistics Service
of Ukraine for the period from 2000 to 2014. 87 items of
input data were selected, which were aggregated into 22
parameters. The parameters were aggregated into 10 in-
dicators, and the indicators were aggregated into one hu-
manitarian index.

In order to be able to compare regions without being
too subjective, the values of all input data were calculated
per capita of the permanent population of a particular re-
gion for a particular year.

Input standardization was performed, after which the
“worst” value of the input data corresponded to the value
“0”, and the “best” – the value “1”. When the “best” value
of the input data corresponds to their largest value, stan-
dardization is carried out according to the formula:

IDS T
i (REG jYRk) =

IDOR
i (REG jYRk)

max
REG j

(IDOR
i (REG jYRk))

, (13)

i = 1...87, j = 1...27, k = 2000...2014,

where IDS T – standardized input data values, IDOR – orig-
inal input data values, REG – region, YR – year. In the
case when the best values of input data correspond to their
smallest values, standardization is carried out according to
the formula:

IDS T
i (REG jYRk) = 1 −

IDOR
i (REG jYRk)

max
REG j

(IDOR
i (REG jYRk))

, (14)

i = 1...87, j = 1...27, k = 2000...2014,

where IDS T – standardized input data values, IDOR – orig-
inal input data values, REG – region, YR – year.

“Preliminary” weight coefficients were calculated for
the input data WCPR(IDS T

j (REG j)) using the principal
component method. The “preliminary” weight coefficients
were reduced to a single value by the mean formula:

WC(IDS T
i ) = 1/27

∑
j

WCPR(IDS T
j (REG j)), (15)

i = 1...87, j = 1...27,

where WC – input data weight coefficients, WCPR – “pre-
liminary” weight coefficients of input data, IDS T – stan-
dardized input data values, REG – region. The sum of the
input data weight coefficients for each parameter is always
equal to one.

Regarding the calculation of parameter values, the pa-
rameter value is equal to the sum of the values of all input
data included in it, multiplied by the corresponding weight
coefficients.

For example:

PRM1(REG j,YRk) =

3∑
i=1

IDS T
i (REG jYRk) ·WC(IDS T

i ),

PRM4(REG j,YRk) =

18∑
i=9

IDS T
i (REG jYRk) ·WC(IDS T

i ),

PRM12(REG j,YRk) =

44∑
i=40

IDS T
i (REG jYRk) ·WC(IDS T

i ),

j = 1...27, k = 2000...2014,

where PRM – parameter, IDS T – the standardized values
of the input data, WC – the weight coefficients of the input
data, REG – region, YR – year.

A total of 22 parameters are used. As with
the input data, “preliminary” weight coefficients
WCPR(PRMi(REG j)) were calculated for the param-
eters using the principal component method. The
“preliminary” weight coefficients were also reduced to a
single value by the mean formula:

WC(PRM j) = 1/27
∑

j

WCPR(PRMi(REG j)), (16)

i = 1...22, j = 1...27,

where WC – weight coefficient of the parameter, WCPR

– the "preliminary" weight coefficient of the parameter,
PRM – parameter, REG – region. The sum of the weight
coefficients of the parameters for each indicator is always
equal to one.

The values of the indicator are the values of the pa-
rameters included in it, multiplied by the corresponding
weight coefficients. Here are some of the formulas:

IDT1(REG j,YRk) =

3∑
i=1

PRMi(REG j,YRk) ·WC(PRMi),

IDT4(REG j,YRk) =

14∑
i=10

PRMi(REG j,YRk) ·WC(PRMi),

IDT10(REG j,YRk) =

22∑
i=21

PRMi(REG j,YRk) ·WC(PRMi),

j = 1...27, k = 2000...2014,

where WC – the weight coefficient of the indicator, WCPR

– the “preliminary” weight coefficient of the parameter,
IDT – indicator, REG – region, YR – year.

For the indicators, “preliminary” WCPR(IDTi(REG j))
weight coefficients were calculated using the principal
component method. The “preliminary” weight coefficients
were reduced to a single value using the average value for-
mula:

WC(IDTi) = 1/27
∑

j

WCPR(IDT j(REG j)) (17)

j = 1...10, j = 1...27,
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where WC – the weight coefficient of the indicator, WCPR

– the “preliminary” weight coefficient of the indicator,
IDT – indicator, REG – region. The sum of the weight
coefficients of the indicators that make up the humanitar-
ian index is always equal to one.

The value of the humanitarian index is equal to the sum
of the values of all indicators included in it, multiplied by
the corresponding weight coefficients, and is calculated by
the formula:

IDXHUM(REG j,YRk) =

10∑
i=1

IDTi(REG jYRk) ·WC(IDTi),

(18)
j = 1...27, k = 2000...2014,

where IDXHUM – humanitarian index, IDT – indicator,
WC – weight coefficient of the indicator, REG – region,
YR – year. The values of humanitarian indices IDXHUM
were calculated for the period from 2000 to 2014 for the
regions of Ukraine.

3 Conclusion

The integration model of sustainable development is
shown as a family of models for the creation of integrated
information systems of ecological, economic and socio-
humanitarian management of various socio-organizational
systems and especially economic objects of technogenic
nature to ensure sustainable and viable development. The
economic approach to modeling sustainable development
is considered, which consists of the optimal use of limited
resources and applies natural, energy and resource-saving
technologies to generate aggregate income. At the same
time, the transition to the information society leads to a
change in the structure of aggregate capital in favor of hu-
man, increasing intangible flows, flows of information and
intellectual property.

The problem of sustainable development through
7 main assets that support the viability of socio-
environmental and economic systems is considered. The
concept of sustainable development, the system of global
measurements of sustainable development and the level of
sustainable development are defined.

The method of formation of the humanitarian compo-
nent with the use of available statistics, which is described
by the humanitarian index and is included in the models of
quality condition indices (IQC), is presented. The use of
these methods will increase the efficiency of solutions in
the management of technogenic regional production, will
increase the efficiency of the use of innovations and will
identify areas of innovation strategies of the regions.
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Abstract. Machine learning (ML) methods are effective tools for analysis of many actual problems in modern
banking. Increasing growth of data and rapid digitalization underpin the acceleration of ML implementation.
These processes are especially noticeable in consumer banking because banks have millions of the retail cus-
tomers. The first goal of our research is to form an extended review ML application in consumer banking.
From one side we have identified the most developed ML methods, which are applied in this segment (for ex-
ample different types of regressions, fuzzy clustering, neural network, principal component analysis etc.). From
the other side, we point out two multi-purpose tools used by banks in consumer segment intensively, namely
scoring and clustering. Secondly, our goal is to present some innovative applications of ML methods to the
analysis of each task. This includes several applications for scoring models and fuzzy clustering application.
All applications are oriented to make banks business processes more effective. Considered applications were
realised on real data from the Ukrainian banking industry.

1 Introduction

Machine Learning (ML) is a dynamically growing class of
methods that has many successful applications [1, 2]. One
of the areas of productive ML using is modern banking and
more widely modern financial institutions. The basic rea-
son for such use arises from digitalization and intensively
implementing online technologies in the financial sphere.
These processes generate Big Data that can be involved
in ML processing. Data handling triggers for further de-
velopment of existing methods and offers new ideas. We
want to emphasize some directions in banking (especially
in lending banking) in which ML methods were produc-
tively used and perspectives of development are fruitful.

The first direction is a concern to generalized scor-
ing methodology. This methodology is highly imple-
mented in different business processes in banking: estima-
tion creditworthiness of borrowers (credit scoring), iden-
tifying potentially profitable customers (marketing scor-
ing), anti-fraud systems (fraud scoring), and so on. Almost
all ML methods were used for scoring (first of all credit
scoring) construction. Today’s package of scoring con-
struction methods includes Multivariate Adaptive Regres-
sion Splines, Support Vector Machine (SVM), k-nearest-
neighbors method, Random Forest (RF), Extreme Gradi-
ent Boosting (XGBoost), and, of course, Artificial Neu-
ral Network (ANN). In general, ANN maybe now one of
the most popular methods in scoring building tools. We

∗e-mail: kaminskyi.andrey@gmail.com
∗∗e-mail: marina.nehrey@gmail.com
∗∗∗e-mail: lzomchak@gmail.com

should highlight paper [3] where presented comprehen-
sive results of the comparison of ML credit scorings with
classical expert-based scorings. All types of scoring are
generalized for involving new (online) data. It should be
complemented that ordering banks them-selves also get-
ting here.

The second direction where ML methods were multi-
skilled implemented in banking is clustering. Modern
banks operate with millions of customers. Each customer
can be characterized by vectors with hundreds, maybe a
thousand components (customer characteristics). Apply-
ing ML arises strong possibilities for clustering customers,
identification of their behavior and, as consequence, im-
proved productivity of banking services. When a bank
wants to realize clustering, it needs to identify “hidden
knowledge” that will help to divide customers effectively
into a set of clusters. Here dominates the concept of
K-Means algorithms. It involves k-mean, improved k-
mean, k-medians, applied hierarchical clustering. We de-
sign fuzzy clustering in this paper. Of course, the task of
clustering banks themselves is also treated by such an ML
method.

The third direction is the cybersecurity of banks. This
direction ever more actual through moving to online inter-
action with customers. The logic of applying ML methods
for cybersecurity tasks may be based on Gartner’s PPDR
model [4]. This model points out five categories: predic-
tion, prevention, detection, response, and monitoring. A
good overview of cyber-risk and cyber-security problem-
atics for financial institutions can be found in [5]. The
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spectrum of applying ML in this sphere is described here
[6].

We tried to systematize methods of ML in the con-
text of the above mentioned directions. The first two
considered spheres have economic nature and the third is
more technical (but of course concerns economic conse-
quences!). Our focus was concentrated on the first two
spheres which have economic nature and are closely con-
nected with business processes.

Part 2 is devoted to the literature review and describes
the application of the most effective methods. Part 3 con-
tains some illustrations of applying ML, which was par-
tially presented in our researches. The conclusion involves
a point of view for development.

2 Materials and methods

Machine learning is the concept that a computer program
can learn and adapt to new data without human interfer-
ence [7]. Machine learning is a field of artificial intelli-
gence that keeps a computer’s built-in algorithms current
regardless of changes in the worldwide economy. The ap-
plication of machine learning methods in economics and
banking discussed in researches [8–11]. Machine learning
includes the next classes of methods: Supervised Learn-
ing, Unsupervised Learning, Reinforcement Learning, En-
semble methods, Neural Networks and Deep Learning (ta-
ble 1).

Regression. Logistic regression is a classification
method that constructs a binary variable result prediction
(1/0, True / False, Yes / No, Good / Bad) for a given set of
independent variables.

When constructing logistic regression use dummy
variables. The maximum likelihood estimation method is
used to estimate logistic regression parameters. Logistic
regression calculates the probability of Y when realizing
certain values of χ. Log-likelihood is the sum of the prob-
abilities associated with the predicted and actual values of
Y . Deviations in logistic regression have a distribution
of χ2. Performance indicators for the logistic regression
model: Akaike Information Criteria; Null Deviance and
Residual Deviance; the error matrix as a tabular represen-
tation of actual and predicted values; ROC curve (Receiver
Operating Characteristic).

Fuzzy clustering. Fuzzy clustering is a class of algo-
rithms in which the distribution of data points for cluster-
ing is not “clear” (but supposes “fuzzy). It is used in the
Neural-fuzzy systems to determine fuzzy sets if they are
unknown a priori. Fuzzy sets are like projections of clus-
ters on each dimension. An a priori knowledge and cluster
analysis combination lets to refine the parameters of the
membership function. The disadvantage of this method of
determining fuzzy sets is the complexity of their interpre-
tation.

One of the most commonly used methods is the fuzzy
c-means (FCM) method. It assigns a fuzzy membership
value to each object, based on its distance to the cluster
centers. The membership of the data point in that cluster
will be higher than its membership in the other clusters if
the data point is closer to the center of the cluster.

The FCM method is an iterative procedure of se-
quentially improving a certain fuzzy initial partition user-
defined or automatically generated by a specific heuristic
rule. According to the algorithm, on each iteration values
of the membership functions of fuzzy clusters and their
typical representatives are recursively listed. The FCM
method will terminate when a specified a priori finite num-
ber of iterations is performed, or when the minimum ab-
solute difference between the values of the membership
functions on two consecutive iterations does not fall be-
low some a priori setpoints.

Neural network technologies. Artificial Neural Net-
works (ANN) are widely used in finance and insurance
problems. ANN using is credit scoring construction to
good effect. Many different methods are applied in this
direction. They are based on the representative types for
supervised and unsupervised ANN. The main advantage
of ANNs is that dependency between variables does not
necessary to characterize. The quality of the ANN apply-
ing in credit scoring application can be explained by the
Big Data of modern banks.

3 Results and discussion

3.1 Parametric scoring model based on the
concept of survival

The classic scoring model is based on the linear function

Z = a0 + a1x1 + a2x2 + · · · + anxn (1)

where x1, x2, ..., xn – borrowers characteristics;
a1, a2, ..., an are the weights of characteristics that
reflect their significance.

Such models have been implemented at all stages of re-
lationships between borrowers and banks in the consumer
lending segment. The illustration presents at figure 1.

Our practice indicates that all these scorings in dif-
fering degrees have been applied in Ukrainian consumer
banking. This models actively enriches by new data from
digitalization and online lending last five years. The data
from customer behavior on websites, cells using types, and
other data can be included in scorings.

One of the typical characteristics of above-mentioned
scoring model is a static state. Below we want to present
specific approach that includes dynamic consideration.
The logic lies in inclusion time parameter t in scoring
coefficients. This model will be “dynamic credit scoring
model”:

h(i, x, t) = ln
P(i)

1 − P(i)
=

= a0(t) + a1(t)xi1 + a2(t)xi2 + · · · + an(t)xin (2)

P(i) is the probability that the i-th customer (borrower)
will be “Good” in the period from 0 to t; xi j is the j-th
characteristic of the i-th customer, where i = 1, . . . k, j =

1, . . . n; a j(t) is the coefficient of the model at time t, where
j = 1, . . . n; t is a time for estimation.
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Table 1. Machine learning methods

Class Subclass Method Researches

Supervised Learning

Regression
Linear regression [12–20]
Polynomial regression
Ridge lasso/regression

Classification

Logistic regression
Decision trees
Support vector machine Naïve
Bayes
k-nearest neighbor

Unsupervised Learning

Clustering

k-means [21–29]
Agglomerative
Mean-shift
Fuzzy C-means
DBSCAN

Rule Engine

Association rules
Eclat
Apriori
FP-growth

Dimensionality Reduction

Principal Component Analysis
Partial Least Squares Regression
Principal Component Regression
T-distributed Stochastic Neighbor
Embedding
Singular Value Decomposition
Mixture Discriminant Analysis
Linear Discriminant Analysis

Reinforcement Learning

Genetic algorithm [30, 31]
Q-learning
SARSA
Deep Q-Network

Ensemble

Boosting [32, 33]
Gradient boosting machines
Bagging
Random forest
AdaBoost
Stacked Generalization

Neural Networks and Deep Learning

Convolutional neural network DCNN [34–42]

Recurrent neural network
Liquid State Machine (LSM)
Long short-term memory (LSTM)
Gated recurrent unit (GRU)

Generative Adversarial Net-
works

GAN

Autoencoders Seq2seq
Perceptrons MLP

Model (2) differentiate customers much more accu-
rately and qualitatively because it will show the likelihood
of not just going out of time but getting out of time at some
point in time. This will make it possible to build the finan-
cial model more accurately. In addition, if you apply this
model to application scoring, it is possible to implement
a specific strategy for working with customer (including
monitoring, reminder system and other).

Let us illustrate this approach to collection scoring
construction. This model was elaborated on Ukrainian
data and applied to good effect for collection business pro-
cesses [43]. Model was constructed on data pool of 50,000

debtors. The data include more than 30 characteristics, in-
cluding the type and status of credit accounts, a partial his-
tory of payments to them, social and demographic parame-
ters of debtors, information about their education and em-
ployment. Among the many factors, nine non-correlated
indicators were identified, with a significant effect on the
dependent variable (table 2).

Statistical significance was verified using χ2 statistics,
the Cramer coefficient, and the Information Value. The de-
pendent variable assumed a value of 1 if the debtor made
at least 1 payment during 8 quarters period. Value 0 was
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Figure 1. Stages of relationships between borrowers and banks

Table 2. Indicators of statistical significance of model parameters for the whole period

Parameter name
Parameters
description χ2 Kramer

coefficient
Information
value

x1 Redemption model

The scheme of repayment 6 months
before the purchase of debt portfolio.
For example, 101010, where 1 is the
payment and 0 is the non-payment.
There are 64 such values in total, and
they are ordered by probability of the
first payment

7980 0.278 0.60

x2 Non-payment days
The number of days since the last payment
was made before buying debt portfolio 2842 0.166 0.50

x3 Delay days Number of delays days 6554 0.252 0.41

x4 Principal and interest
The ratio of principal and interest
to the total debt 5187 0.224 0.35

x5 Term of the loan
Term of the loan at the context number
of days after issuence 7373 0.268 0.32

x6 Paying Principal The Principal of the loan repaid 3968 0.196 0.30

x7 Amount of penalties
Amount of all penalties and penalties
for late payment 2608 0.159 0.20

x8 Issue date Date when loan was issued 2659 0.161 0.13

x9 Product
Type of credit product
(monetary/commodity) 1490 0.120 0.12

used otherwise. Correlation checking was performed us-
ing correlation analysis.

The effect of the characteristics influence (table 3) on
the probability of debt payment in the dynamics is esti-
mated. At each time moment t, “Information Value” met-
rics were calculated for each quarter. The probability of
the event “Good” occurrence was taken as the dependent
variable – the debtor made the first payment within a time
period from 0 to t inclusive, (the alternative event “Bad”
did not occur), where the parameter t in the model (2) de-
notes the quarter from 1 to 8, in which this event happened.

Debtors were then assigned scoring points on a scale of
0 to 100. Each group created scoring points: 0–20; 20–40;
40–60; 60–80; 80–100 corresponds to the probability P(i)
that the i-th debtor will make his payment in the period
from 0 to t, which depends on both the score and the time.

In all models, the normalized R-square – correlation
coefficient – close to 1, so the relationship in the models
close. Each variable is significant and the model is ad-
equate according to Student’s and Fisher’s criteria. The
magnitude of all coefficients decreases with each quarter,
except for the constant that compensates for this decrease.

The basic mathematical differences are time changing
in weights. This can be used to collection strategies devel-
opment while optimizing the costs of implementing it.

3.2 Neural network technologies in debt portfolio
management

The ANNs usage provides an efficient classification of
bank debtors into groups. Debtors are similar to each other
in terms of risk characteristics in each group. The eco-
nomic logic of this is the management of debt collecting
strategies applying. Neural networks allow the classifi-
cation of debtors from the training sample into groups of
a more complex geometric shape than the classical linear
discriminant function and visualize it. The most valuable
property of ANNs is the ability to learn from multiple ex-
amples in cases where patterns are unknown and relation-
ships between input and output are not obvious. In such
cases, both traditional statistical and expert methods are
ineffective.

Our research of the consumer debtors portfolios in-
volves applying ANNs methodology to estimate debtors.
The study founds effectiveness of problem structuring:
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Table 3. Dynamics of scoring factors over time

Parameter Coefficient 1 2 3 4 5 6 7 8
Redemption model a1(t) 0,16 0,09 0,11 0,09 0,10 0,09 0,09 0,09
Non-payment days a2(t) 0,40 0,35 0,33 0,32 0,31 0,31 0,29 0,29
Delay days a3(t) 0,25 0,22 0,22 0,20 0,20 0,20 0,19 0,19
Principal and interest a4(t) 0,26 0,24 0,22 0,22 0,21 0,20 0,20 0,19
Term of the loan a5(t) 0,20 0,23 0,18 0,18 0,17 0,17 0,16 0,16
Paying Principal a6(t) 0,22 0,21 0,19 0,19 0,18 0,18 0,17 0,17
Amount of penalties a7(t) 0,19 0,20 0,17 0,17 0,16 0,16 0,16 0,15
Issue date a8(t) 0,16 0,20 0,15 0,16 0,14 0,15 0,14 0,13
Product a9(t) 0,21 0,19 0,18 0,17 0,17 0,16 0,16 0,16
Y-intersection a0(t) -7,11 -6,13 -5,45 -5,16 -4,85 -4,71 -4,49 -4,30

− the contact problem with debtors;

− the debtors’ insolvency.

The first problem is raised from the fact that a signifi-
cant part of debtors is non-contact. This does not allow the
application of soft-charging techniques and leads to high-
value direct contact or using legal procedures, which are
also costly. The practice has shown that the proportion of
non-contact debtors approximately 70-80%.

The second problem is that some of the contact debtors
refuse to pay for various reasons: lack of funds, unwilling-
ness to pay due to high-interest penalties, etc. The imple-
mentation model in practice has shown that 40-50% are
contact debtors. The ANN was applying twofold as pic-
tured in the scheme (figure 2).

Based on the AANs using two different scorings were
constructed: contact scoring and solvency scoring.

In doing so emphasis is put to such characteristics
as socio-demographic (age, marital status, educational
level, a region of residence, etc.), professional (employ-
ment status, vocational qualification, etc.), loan parame-
ters (amount, interest rate, duration, etc.) and, of course,
characteristics of overdue [44].

In both cases, scoring is the first step in applying Self
Organizing Maps (SOM) or Kohonen cards to the train-
ing sample. Kohonen map is a special type of neural net-
work that allows identifying hidden structures and patterns
through learning neural networks. A special algorithm
performs clustering based on two-dimensional visualiza-
tion.

Neural networks technology creates a series of clusters
which includes homogeneous debtors.

When using Kohonen maps, there is a problem of
choosing between detail and visualization. The increas-
ing details in one of these characteristics lead to the de-
terioration of the other. Really, more detailed considera-
tion complicates economic analysis leads to the difficulty
of visualization. On another side, reducing it can lead to
the loss of important patterns. Our analysis showed that in
considered cases it is suitable to divide from 6 to 9 clus-
ters. The authors’ experience shows that in most cases,
splitting into 7 clusters is optimal.

The next question is concerned with correlation anal-
ysis of the debtor’s characteristics. To avoid correlation
problems and to include non-dependent characteristics, it

is advisable to select only those with a correlation coeffi-
cient not exceeding 0.6. Another way concerns applying
principal component analysis (PCA). However, the use of
PCA, in this case, maybe difficult due to the complexity of
their economic interpretation. After correlation analysis,
the optimal levels of influence (significance) of character-
istics are determined with the help of classification trees
to improve model accuracy. Our analysis of different con-
sumer loan debt portfolios leads to identify the most rele-
vant contact characteristics (table 4).

The obtained scoring allows you to sort the debtors
by the level of contact probability: the higher the scoring
value, the more likely they are to contact him. Based on
contact scoring, the following logic for managing arrears
may be suggested. Before working remotely with a new
portfolio of debtors, the probability of making contact is
assessed by considered scoring. All debtors are allocated
by three scoring classes: high-contact, medium-low and
low-contact. After the introduction of remote work with
the portfolio, the debtors are already factually divided into
contact and non-contact. As a consequence, all contact in-
formation is being worked on further in debt collection. At
the same time, debtors with a high value of contact scor-
ing but no contact, in reality, should be continue elabo-
rated for identifying contacts. It is logically not spend-
ing the time for those non-contracted debtors who have
low contact scoring. Namely, for non-contact debtors with
low contact scoring values, the following strategies may
be employed:

− write-off strategy if the debt is not large;

− a strategy for obtaining additional information through
a request to the credit bureaus. If there is a significant
amount of debt, put a low priority on further work with
his debtor. If there are no so much open loans, give high
priority;

− transfer to legislative recovery, if the amount of debt is
considerable.

Applying an approach based on these strategies creates
frameworks for seeking optimal allocational resources.
Summing up, we can conclude that ANNs are an effective
technique for elaborating strategies of prioritizing collec-
tion efforts.
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Figure 2. Applying ANN in debt portfolio

Table 4. Contact characteristics

Contact characteristics of the debtor Medium level of significance debt portfolios
Principal debt and interest / monthly payment 36,55%
Principal debt and interest 22,25%
The time from the last payment to the beginning of the charge 13,04%
Debtor’s age 6,54%
The amount paid by the debtor to late payment 6,33%
Loan amount 5,42%
Total / principal and interest 4,33%
The amount of the last payment made by the debtor 3,9%
Number of payments which were paid 1,11%
Become a debtor 0,41%

3.3 Fuzzy clustering of bank’s consumer loan
portfolio

The intensive development of consumer lending last
decades leads to the fact that today banks possess hun-
dreds of thousands or millions of borrowers in their credit
portfolios. These are really Big Data. Credit portfolios in-
volve different segments: mortgages, car loans, unsecured
consumer loans, credit cards, and others. One of the cru-
cial objectives consists of clustering borrowers. Typically,
this corresponds to lead-generation. The objective is to
find different clusters of borrowers who successfully paid
previous loans. Such different clusters include borrow-
ers with different characteristics, different behaviors, and
preferences. So, it is logical to construct a corresponding
marketing strategy. The clustering can be done by various
approaches which involve choosing economic parameters
for clustering basis and mathematical techniques.

Our research in clustering large credit portfolios of
banks leads to forming an approach to applying ML for
clustering. The first component of our approach corre-
sponds to the identification of basic economic indicators
for clustering. The second component is the fuzzy cluster-
ing application.

First component realization. We have chosen three in-
dicators at the framework of the first component. They are
some unification of risk and profitability indicators. By
our logic, these indicators can be calculated for borrowers
which have closed loans. The bank is planning to propose
some lead-generating product. These indicators are:

− score of credit bureau(s);

− amount of loans which borrower was granted;

− level of overpayment for previous loans.

The economic logic of such indicators is the following.
The score of the credit bureau provides information

about the risk level of the borrower. A lower score value
(high risk) identifies a “bad” borrower which is not paid
or overloaded. It may be logical to exclude such borrow-
ers from further consideration or apply a special approach
constructed for the corresponding cluster. A high score
value (low risk) identifies a “good” borrower who pay-
ing off his/her loans. It will be a nice borrower for lead
generation but they are not high profitably. Really, such
borrower pays “accurately and timely”. The average score
value corresponds to the borrower which periodically hits
in overdue but then pays all debt with a penalty, fees, and
others. In reality, it is more profitable. Of course, it is aver-
age consideration. Different types may be in this category.
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The second indicator is the loan amount. The basic
economic logic here: low amount generates low profit for
the bank but more often overpayment.

Third our indicator reflects the profitability of the bor-
rower. We were following conceptually approach of Stor-
backa [45] for separate customers and provided extension
it for borrowers. According to our approach borrowers can
be divided into four classes:

A – borrowers with high overpayments,

B – borrowers which pay “accurately and timely”,

C – there was some payments but the amount of the loan
was not paid,

D – FPD (First payment default and no any payments).

Of course, A-type is more profitable. D, in any case,
should be excluded.

Second component realization. The abovementioned
estimations of borrowers arise tasks for clustering. This
clustering should consider the risk of insolvency, profit
from an overpayment, and the amount of loan. Cluster-
ing is economically significant because it is possible to
construct some (marketing) strategy for each cluster. The
consideration classical C-means approach leads to some
“strict” separation. Very often it may be not optimal for
customers. Because some borrowers can “fuzzy” belong
to different clusters with different values of membership
functions. So, we applied fuzzy C-means clustering. The
conceptual difference between approaches is illustrated
below figure 3.

The economic benefits are construction more effective
lead-generating strategies for such customers. Really, the
classical C-mean clustering will be 3 clusters (if we spec-
ify 3), but fuzzy C-mean clustering provides 7 clusters.
This allows forming a more adequate set of strategies.

So, fuzzy clustering leads to a more advanced ap-
proach for cluster creation which adequate forming strate-
gies of lead-generation.

4 Conclusion

Machine Learning has been successfully developing in
many spheres. Sometimes, the applications are impres-
sive. Modern banking really excellent “test site” for dif-
ferent ML methods and techniques. This is mainly due
to Big Data and understanding the practical importance of
applying ML. Really, the average retail bank typically has
an intensive inflow of customers and very many customers
in the portfolio. Each customer as from inflow as from
portfolio can be characterized by hundreds of indicators.
This is Big Data with hidden patterns of customer behav-
ior and preferences.

Tools for business development in consumer banking
are scorings and clustering. It is absolutely logical to apply
ML and AI for the solution of objectives to construct effec-
tive scorings assessment and clustering procedures. The
results are multifaced. Our paper illustrated a couple of
solutions for consumer banking based on Machine learn-
ing applications. All these solutions were implemented

and indicate effectiveness. The huge growth of data ac-
cording to digitalization in banking and developing fintech
produce new objectives and new spheres for applying ML
and AI.

Machine learning methods are self-developing areas of
researches with the synergetic interaction between them.
This fact has been considered in the mentioned examples.
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Abstract. The article proposes an economic-mathematical model for determining a comprehensive risk assess-
ment of the investment project of the enterprise which are based on the approaches of A. Nedosekin. The model
is built using fuzzy logic and takes into account the probability of occurrence of each of the identified risks
and the level of impact of each of them on the project. The probability of risk is set by experts in the form
of points and converted into linguistic terms, and the level of influence of each of them on the project – the
ratio of benefits and is determined using Fishburne scales. The proposed Project Risk Model consists of the
following stages: formation of initial data using expert opinions; construction of a hierarchical project risk tree;
determination of weight coefficients (Fishburne weights) of project risks; selection and description of mem-
bership function and linguistic variables; conversion of input data provided by experts from a score scale into
linguistic terms; recognition of qualitative input data on a linguistic scale; determination of a complex indicator
of investment project risks; interpretation of a complex indicator. The developed model allows managing the
risks of the project to maximize the probability of its successful implementation, to compare alternative projects
and choose less risky, to minimize the level of unforeseen costs of the project.

1 Introduction

1.1 Problem description

The following subsystems are distinguished in the project
management system: time management [1], labor re-
sources, cost, information and communications, quality,
project risks, etc. Project risk management is one of the
most important subsystems of project management be-
cause it allows at the planning stage of the project to
identify problematic issues for its successful implemen-
tation. The comprehensive risk assessment of the project
allows you to take into account the most significant risks
for the project and quantify them to make an effectively-
informed management decision. Quite often when as-
sessing the risks of enterprise projects, the information is
non-numerical, it is necessary to take into account both
quantitative and qualitative information in one system and
the formation of a single quantitative comprehensive in-
dicator. To form a comprehensive risk assessment of the
project, it is advisable to use fuzzy logic and obtain a com-
prehensive numerical risk assessment of the project.

If we consider the methods of risk identification, there
will be many approaches only to the classification of
risks. According to the common in foreign countries ap-
proach Construction Risk Management System (CRMS),
proposed by American analysts, the process of risk iden-
tification consists of six stages: detection of uncertain-
∗e-mail: inna.chaikovska@gmail.com
∗∗e-mail: violete@ukr.net
∗∗∗e-mail: larumlab@gmail.com

ties; compiling a preliminary checklist; consequence sce-
narios; a reflection of risks; systematic list of risks; total
risk. Therefore, determining the total risk (complex value
of project risks) is an urgent task. Besides, a comprehen-
sive assessment should take into account both the proba-
bility of a risk event and the level of its impact on project
implementation (weights). The obtained comprehensive
assessment will determine whether it is appropriate to im-
plement the project, what risks are most likely, and the
level of impact on the successful implementation of the
project, reduce the cost of the project, as well as make an
effectively-informed management decision.

1.2 Literature review

The paper [2] identifies the need for effective methods of
risk management in enterprises in modern conditions be-
cause the profitability of the enterprise largely depends on
the level of risk. Also, risk allows you to assess the internal
reserves of the enterprise and the level of risk depends on
the feasibility of a particular financial and economic trans-
action. Risk management makes it possible to establish
forecast quantitative estimates of economic performance
of the enterprise.

The paper [3] states that in modern conditions it is nec-
essary to use not only general methods of evaluation of
investment projects. The use of various methods of eval-
uation of investment projects in one system will allow to
make an informed management decision on the feasibility
of their further implementation and ensure their flexibility.
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The paper [4] specifies that an investment project is a
set of measures, works, and documents, the financial re-
sult of which is profit (income). The material result of
the investment project is new or reconstructed fixed assets
(objects). The project may also result in the acquisition
and use of financial instruments, intangible assets followed
by income or social impact. An investment project is an
activity that involves the implementation of any action to
achieve specific goals.

The paper [5] emphasizes that risk management re-
quires a systematic assessment of the severity of risks af-
fecting the project. The article notes the need to use dif-
ferent qualitative and quantitative methods of risk assess-
ment of investment projects and their distinctive features,
advantages, and disadvantages. The necessity of choosing
the most expedient method of risk assessment for a spe-
cific project is determined.

The paper [6] assesses the risks to real estate with the
construction of a fuzzy mathematical model. The authors
emphasize the need to use several methods of quantitative
risk assessment due to a certain subjectivity of the devel-
oped model.

The paper [7] considers the CAPM model for emerg-
ing capital markets and the DCF method, which allows
assessing the attractiveness of both the business in general
and the investment project of the enterprise in particular.
The application of risk assessment methods to an invest-
ment project helps to assess its feasibility, the period when
it will start to make a profit, and its level in the future.

In the paper [8] it is offered to use a method of ex-
pert estimations for estimation of risks of the investment
project. This approach allows you to quantify the risks of
the project, rank them and obtain a comprehensive indica-
tor of risk assessment of the investment project.

The paper [9] proposes a methodology that modifies
the capital pricing model (CAPM) using the discounted
cash flow method. This approach allows you to assess the
effectiveness of investment projects, risks, and manage-
ment based on the information obtained.

The paper [10] analyzes the investment project for the
construction of a greenhouse complex for growing veg-
etables. To achieve the planned key economic indicators
of the project, it is necessary to reduce the negative im-
pact of risk factors. Since the project did not provide for
the analysis of project risks, namely there was no system
of identified risks, qualitative and quantitative risk assess-
ment, sensitivity analysis, break-even point, etc., the au-
thors note the need for project risk management, namely
mandatory funding conditions for project analysis risks.

The paper [11] proposes a mechanism for assessing
and prioritizing risks. This will allow managers to make
informed management decisions regarding risk prevention
and speed up the recovery time from real risks.

In the paper [12] it is offered to consider risk in sys-
tem stratification metamodeling system. The authors pro-
pose to increase the investment attractiveness, profitabil-
ity, and competitiveness of the enterprise by reducing var-
ious types of costs by implementing a BPM-system based
on the proposed stratification metamodeling system. A

mandatory component of this system is a subsystem that
takes into account the risk.

The paper [13] presents a model for assessing the risks
of investment projects using Bayesian networks. The ap-
plication of this approach is explained by the presence of
different types of uncertainty and the need to formalize and
process information taking into account uncertainty.

The paper [14] examines international risks and their
impact on the implementation of the investment project.
The authors compare the traditional NPV model and the
NPV model taking into account the weight of entropy as
a risk assessment of the investment project. The second
model showed the best results and is offered as a basis for
decision making.

The paper [15] uses a comprehensive assessment based
on fuzzy logic to assess the security risk of an energy in-
vestment project. The model includes the definition of the
factor characteristics of the object of evaluation, the estab-
lishment of a set of estimates, the establishment of a rela-
tionship matrix, the calculation of the weight of the index,
fuzzy complex assessment. The practical implementation
of the model demonstrated a risk value of 3.1154 (average
risk).

In the paper [16], three models were developed to
accurately predict the quality of project planning, based
on both deterministic and fuzzy concepts, and the results
show that the fuzzy model is more accurate and realistic
than the deterministic one. Thus, the correct use of fuzzy
theory will develop more accurate, realistic, and reliable
models than deterministic ones.

Despite the significant achievements of scientists in the
direction of risk assessment of investment projects of the
enterprise, the further study requires a comprehensive as-
sessment of investment risks using economic and math-
ematical modeling, namely fuzzy logic. After all, it is
necessary to take into account both the probability of oc-
currence of each of the risks and their weights, the abil-
ity to take into account both qualitative and quantitative
information in one system, comparing several alternative
projects. This is necessary to manage the investment risks
of the project, minimize unplanned costs and increase the
level of competitiveness of the enterprise. In this regard,
it is proposed to conduct a comprehensive risk assessment
of the investment project using fuzzy set theory according
to the methodology of determining a comprehensive as-
sessment of the risk of bankruptcy of the enterprise A. Ne-
dosekin [17], which is adapted to determine a comprehen-
sive risk assessment of the investment project.

Fuzzy logic and fuzzy set theory have received a
wide range of successful practical applications in various
spheres of life. For example, in the paper [18] it is pro-
posed to choose a solution in the presence of a large num-
ber of efficiency criteria based on fuzzy preference rela-
tions. This approach allows you to form a set of alterna-
tives based on selected performance criteria, choose the
best and make an effective management decision.

In the paper [19], economic and mathematical mod-
els for diagnosing the bankruptcy of the enterprise using
the methods of fuzzy logic and developed a comprehen-
sive analysis of the financial condition of the enterprise.
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Also, the application of fuzzy logic in the financial sector
is presented in [20].

Special attention in today’s conditions deserves re-
search, which reflects the use of fuzzy logic to stabilize
the epidemiological situation with COVID-19 [21].

1.3 The aim and objectives of the research

The study aims to develop an economic-mathematical
model for determining a comprehensive risk assessment
of an investment project based on fuzzy logic, taking into
account the probability of each of the identified risks and
the level of impact of each of them on the project.

To achieve this goal the following tasks were solved:

1) set the task and develop a descriptive model for deter-
mining a comprehensive risk assessment of the project;

2) to build a mathematical model of the problem of deter-
mining a comprehensive risk assessment of the project
and to develop an algorithm for its solution;

3) generate input data using the opinions of experts;

4) build a hierarchical project risk tree;

5) determine the weights (Fishburn weights) of project
risks;

6) select and describe membership functions and linguis-
tic variables;

7) convert the initial data provided by experts from a score
scale into linguistic terms;

8) to recognize qualitative input data on a linguistic scale;

9) determine a comprehensive risk indicator of the invest-
ment project;

10) to analyze the obtained complex indicator.

2 Research methodology

The proposed model can be implemented with the follow-
ing input data:

• a set of expert assessments of the probability of project
risks;

• hierarchy of existing project risks (a hierarchical tree of
logical conclusion);

• system of relations of advantages of some risks over oth-
ers (for one level of hierarchy).

The initial data of the model are:

• comprehensive quantitative risk assessment of the
project;

• interpretation of the obtained complex project risk indi-
cator.

The model involves the use of elements of fuzzy logic
(logical inference tree, membership function, linguistic
terms). Expert knowledge and the Fishburn method of
scales were also used to determine the project risk weights.

Problem statement and development of a descriptive
model for determining a comprehensive risk assessment
of the project.

The task of determining a comprehensive risk assess-
ment of the project within this study is implemented by
a construction company, which assesses the risks of a
new investment project for the construction of a residen-
tial complex. The experts identified the following types of
risk, which are typical for the project of residential com-
plex construction, and their components that affect the re-
sults of the project and selected for the formation of a com-
prehensive assessment (R0):

1. Technical R1 (risks of reassessment of project sus-
tainability R1.1; risks associated with the reassess-
ment of additional opportunities for project devel-
opment R1.2).

2. External R2 (risks of incorrect assessment of de-
mand for the project R2.1; risks associated with the
nature of competition in the market R2.2; risks asso-
ciated with the solvency of the customer R2.3; risks
of the uncertainty of the external environment of the
project R2.4).

3. Organizational R3 (risks for estimating the costs of
project commercialization R3.1; risks of potential
losses from project implementation R3.2; risks of
underestimation of project development costs R3.3;
risks of the uncertainty of the internal project envi-
ronment R3.4).

Each of the risks has its probability of occurrence and
level of impact on the successful implementation of the
project.

It is necessary to determine a comprehensive indicator
of the risk level of the project to make a management de-
cision on the feasibility of this investment project and the
necessary actions to increase the probability of successful
project implementation, taking into account existing risks.

Mathematical model of the problem of determining a
comprehensive risk assessment of the project and the al-
gorithm for its solution.

In this situation, for a comprehensive assessment of
project risks, it is advisable to consider the PRM model
(Project Risk Model):

PRM =< F, A,R >, (1)

where F – the hierarchy of existing project risks (a hierar-
chical tree of logical conclusion);

A – a set of qualitative assessments of each factor in
the hierarchy (linguistic terms);

R – a system of relations of advantages of some risks
over others (for one level of hierarchy).

In this case:

A = ((L), (LM), (M), (HM), (H)), (2)
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where L - Low, LM – LowMedium, M – Medium, HM –
HighMedium, H – High.

R = Ri(r)R j|r ∈ (�,≈), (3)

where � – the ratio of preference;
where ≈ – equilibrium ratio.
The proposed model consists of the following stages:
Stage 1. Formation of initial data with the use of expert

opinions.
Experts estimate the probability of risks using a scale

from 0 to 100 points. For each indicator, points are added
and the average is determined Ci:

Ci =

∑n
i=1 Ci j

N
, (4)

where N – the number of interviewed experts;
Ci j – the sum of points for each indicator.
Next, the concordance coefficient is determined by the

formula:

W =
σ2

f

σ2
max

=

m∑
i=1

(
ai −

1
2

n · (m + 1)
)2

1
12

n2 · m · (m2 − 1)
, (5)

where σ2
f – the actual variance (SD) of the final (ordered,

ranked) estimates provided by experts;
σ2

max – dispersion of final (ordered) assessments, pro-
vided that the opinions of experts completely coincide;

ai – the total estimate obtained by the i-th object;
m – the number of studied objects;
n – the number of experts.
The materiality of the concordance coefficient is

checked using χ2 with (m − 1) the number of degrees of
freedom. Statistical characteristics are calculated by the
formula:

χ2 = W · n(m − 1), (6)

Stage 2. Construction of a hierarchical risk tree of the
project using the system of relations of advantages.

Stage 3. Determination of weights (Fishburne
weights). For a system of declining benefits N alterna-
tives:

pi =
2(N − i + 1)

(N + 1)N
, i = 1..N. (7)

A system of equivalent N alternatives – a set of identi-
cal weights:

pi = N−1, i = 1..N. (8)

Stage 4. Selection and description of membership
function and linguistic variables. Selected triangular mem-
bership function:

µ(x) =



0, x ≤ a
x − a
b − a

, a ≤ x ≤ b
c − x
c − b

, b ≤ x ≤ c

0, c ≤ x

, (9)

where µ(x) – the membership function of linguistic terms
(0 – does not belong, 1 – belongs to all 100%);

a, b, c are some numerical parameters that take arbi-
trary actual values and are ordered by the relation a ≤ b ≤
c. Parameters a and c characterize the base of the triangle,
and parameter b is its vertex.

Stage 5. Transformation of the initial data provided
by experts on the probability of occurrence of each of the
risks, from a score scale to linguistic terms. The obtained
average scores of the probability of occurrence of each of
the risks are translated into linguistic terms according to
the selected membership function.

Stage 6. Recognition of qualitative input data on a lin-
guistic scale:

Z∗(a) = (µ∗1(a), µ∗2(a), µ∗3(a), µ∗4(a), µ∗5(a)), (10)

where a – the value of the factor to be recognized;
µ∗i (a) is membership function with linguistic terms i;
µ∗i (a) is determined by the formula (9).
Stage 7. Determination of a complex indicator.
First, you need to convert all vectors Z∗(x∗) in the hi-

erarchy F with weight P according to the formula:

N∑
i=0

pi · (µi.1, µi.2, µi.3, µi.4, µi.5) =

= (
N∑

i=1

pi · µi.1,

N∑
i=1

pi · µi.2,

N∑
i=1

pi · µi.3, (11)

N∑
i=1

pi · µi.4,

N∑
i=1

pi · µi.5)

where i – possible options for determining the membership
function for each linguistic term.

Next, the vector can be determined, which will char-
acterize the complex risk assessment of the project (taking
into account the selected triangular membership function):

A_N =

5∑
i=1

(0.25i − 0.25) · µ0i, (12)

where (0.25i−0,25) = (0; 0.25; 0.5; 0.75; 1) – nodal points
of the triangular membership function, in which it is equal
to 1 on a scale from 0 to 1 (nodal points at which the mem-
bership function refers to a certain linguistic term for 100
%) according to the formula (14 – 18) and figure 2.

Stage 8. Interpretation of the obtained complex indi-
cator.

3 Results and discussion

Consider the implementation of the model according to the
problem.

Stage 1. Formation of initial data with the use of expert
opinions.

Table 1 provides information provided by experts re-
garding the assessment of the probability of occurrence of
each of the selected risks of the project on a scale from 0
to 100 points (ascending).

The concordance coefficient according to formula (5)
is 0.7048, which indicates that the opinions of experts are
consistent.
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Checking the materiality of the concordance coeffi-
cient according to the formula (6) χ2 = 63.44.

The data in table (χ2) for (10-1) degrees of freedom
and confidence probability (= 0.95, = 0.99, = 0.999) show
that the calculated value of the Pearson criterion χ2 is
greater than the tabular (respectively 16.92; 21.67, and
27.88), which confirms the conclusion that experts agree.

Stage 2. Construction of a hierarchical tree of risks of
the project using the system of relations of advantages.

The experts provided the following information on the
risk-benefit ratios (figure 1).

Figure 1. Hierarchical risk tree of the project with the indication
of the system of relations of advantages

Figure 1 corresponds to the system of relations R (for-
mula 13).

R = (R1 ≈ R2 � R3; R1.1 ≈ R1.2; R2.1 ≈ (13)
≈ R2.2 � R2.3 ≈ R2.4; R3.1 � R3.2 � R3.3 ≈ R3.4

The obtained system of preference ratios can be used
to determine the risk weights of Fishburne weights.

Stage 3. Determination of weights (Fishburne
weights)

According to formulas (7) and (8), as well as the sys-
tem of preference relations (figure 1) formed a system of
Fisher scales (table 2).

After convolving the weights of different levels of the
hierarchy, the following generalized weights (level of in-
fluence) were obtained: R1.1 = 0.2000; R1.2 = 0.2000;
R2.1 = 0.1333; R2.2 = 0.1333; R2.3 = 0.0667; R2.4 =

0.0667; R3.1 = 0.0857; R3.2 = 0.0571; R3.3 = 0.0286;
R3.4 = 0.0286.

The highest weights are in risks R1.1 , R1.2, the lowest
in R3.3, R3.4.

Stage 4. Selection and description of membership
function and linguistic variables

The linguistic variable “Risk Level” was formed with
a term set of values of A (formula 2). The triangular mem-
bership function (figure 2) with the following linguistic
terms was chosen as membership functions: Low (L), Low
Medium (LM), Medium (M), High Medium (HM), High
(H), distributed on a scale from 0 to 100 points.

The following system of equations corresponds to this
membership function with linguistic terms:

L : µ1(x) =


25 − x

25
, 0 ≤ x ≤ 25

0, 25 ≤ x
. (14)

Figure 2. Triangular membership functions with linguistic terms
Low (L), Low Medium (LM), Medium (M), High Medium
(HM), High (H)

LM : µ2(x) =



x
25
, 0 ≤ x ≤ 25

50 − x
25

, 25 ≤ x ≤ 50

0, 50 ≤ x

. (15)

M : µ3(x) =



0, x ≤ 25

x − 25
25

, 25 ≤ x ≤ 50

75 − x
25

, 50 ≤ x ≤ 75

0, 75 ≤ x

. (16)

HM : µ4(x) =



0, x ≤ 50

x − 50
25

, 50 ≤ x ≤ 75

100 − x
25

, 75 ≤ x ≤ 100

. (17)

H : µ5(x) =


0, x ≤ 75

x − 75
25

, 75 ≤ x ≤ 100
. (18)

Formulas (14-18) are based on formula 9 and figure 2.
Stage 5. Transformation of the initial data provided

by experts on the probability of occurrence of each of the
risks, from the score scale to the linguistic terms.

The scores of the probability of occurrence of each of
the risks from table 1 are translated into linguistic terms
(according to figure 2): Low (L), Low Medium (LM),
Medium (M), High Medium (HM), High (H) (table 3).

According to the table, it can be seen that among the
risks are risks, both with a low probability of occurrence
and with a very high probability. The indication of two
linguistic terms for risk indicates that the obtained average
scores of experts are on the border of two terms.

Stage 6. Recognition of qualitative input data on a lin-
guistic scale

According to formulas (14-18) the input data was rec-
ognized according to the linguistic scale (table 4).
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Table 1. Expert assessment of the probability of occurrence of each of the risks of the project in points

Risk Ex1 Ex2 Ex3 Ex4 Ex5 Ex6 Ex7 Ex8 Ex9 Ex10 Values sum Average value
R1.1 40 45 55 60 50 60 40 55 45 60 510 51.0
R1.2 60 65 75 70 80 70 75 65 55 60 675 67.5
R2.1 15 20 20 30 30 35 40 45 45 35 315 31.5
R2.2 60 80 75 65 85 100 85 90 95 100 835 83.5
R2.3 10 15 15 25 40 35 30 45 25 15 255 25.5
R2.4 60 45 55 50 60 40 40 55 60 70 535 53.5
R3.1 70 80 90 60 55 85 70 65 60 80 715 71.5
R3.2 55 60 60 45 80 65 45 75 80 85 650 65.0
R3.3 25 15 15 10 20 30 35 15 40 40 245 24.5
R3.4 95 90 100 70 80 65 55 85 90 100 830 83.0

Table 2. Fishburne system of scales

N R p1 p2 p3 p4

2 R1.1 ≈ R1.2 1/2 1/2 - -
3 R1 ≈ R2 � R3 2/5 2/5 1/5 -
4 R2.1 ≈ R2.2 � R2.3 ≈ R2.4 2/6 2/6 1/6 1/6
4 R3.1 � R3.2 � R3.3 ≈ R3.4 3/7 2/7 1/7 1/7

In the table, the cells corresponding to the values of
linguistic variables obtained using risk analysis models are
given the recognized value according to formulas (14-18).
In other cells “0” is put.

Thus, the probability of risk R1.1 in accordance with
expert opinions and linguistic terms refers to the level
of Medium (96%), High Medium (4%); R1.2 – Medium
(30%), High Medium (70%); R2.1 – Low Medium (74%),
Medium (26%); R2.2 – High Medium (66%), High (34%);
R2.3 – Low Medium (98%), Medium (2%); R2.4 – Medium
(86%), High Medium (14%); R3.1 – Medium (14%), High
Medium (86%); R3.2 – Medium (40%), High Medium
(60%); R3.3 – Low (2%), Low Medium (98%); R3.4 – High
Medium (68%), High (32%).

Stage 7. Determination of a complex indicator
At the next stage, a comprehensive risk indicator of

the investment project is determined, based on fuzzy sets.
According to formula (11) found the vector:

N∑
i=0

pi · (µi.1, µi.2, µi.3, µi.4, µi.5) =

= (0.0006; 0.1920; 0.3802; 0.3727; 0.0545).

But according to the selected membership function,
the nodal points in which the membership function is 1
are equal to (0; 25; 50; 75; 100). To find the integral ex-
ponent, use formula (12) and multiply the corresponding
exponents of both vectors and find their sum.

A_N = 51.8194 = R0.

Thus, the complex risk indicator of the investment
project is 51.8194 points.

Stage 8. Interpretation of a complex indicator.
According to formulas (14) – (18) and figure 2, the

value of the complex risk indicator is average (93%) on the
border of above average (7%). R1.1 and R1.2 risk have the

Figure 3. Components of a complex indicator of investment
project risks and their compliance with linguistic terms

greatest impact (according to weighting factors) (figure 3).

According to figure 3, the highest risks belong to
the level of High Medium, in second place the level of
Medium, and in third place – Low Medium.

Figure 4 shows a risk map of the project (according to
table 4). The y-axis reflects the probability of risk (in as-
cending order), and the x-axis shows the risk weight (in as-
cending order). The bold line shows the critical limit of the
level of risk. Those risks that are above this line are critical
for the project and require a priority management decision
to transfer them from the critical (red-purple) zone to the
green zone.

Therefore, the most critical for the project are risks R1.2
(risks associated with the reassessment of additional op-
portunities for project development (errors in the assess-
ment of alternative technologies and choice of technology
and equipment for the project, failure to develop project
capacity), risk R1.1 project sustainability: risk of confi-
dence that the new project is guaranteed success due to its
unique qualities, even when imitating it, risk of confidence
in the company’s potential for exclusive cooperation), R2.2
(risks associated with the nature of competition in the mar-
ket, namely risks strong competitive influence in the target
markets of the enterprise), R2.1 (risks of incorrect estima-
tion of demand for the project), R3.1 (risks for estimation
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Table 3. Risks and their levels in linguistic terms

Risk
number

Risk des-
ignation

Name of risk Risk level (probability of
occurrence)

1 R1.1 Risks of reassessment of project sustainability Medium, High Medium
2 R1.2 Risks associated with the reassessment of additional project devel-

opment opportunities
Medium, High Medium

3 R2.1 Risks of incorrect assessment of demand for the project Low Medium, Medium
4 R2.2 Risks associated with the nature of competition in the market High Medium, High
5 R2.3 Risks associated with the solvency of the customer Low Medium, Medium
6 R2.4 Risks of the uncertainty of the external environment of the project Medium, High Medium
7 R3.1 Risks for estimating the costs of project commercialization Medium, High Medium
8 R3.2 Risks of potential losses from project implementation Medium, High Medium
9 R3.3 Risks of underestimation of project development costs Low, Low Medium
10 R3.4 Risks of the uncertainty of the internal environment of the project High Medium, High

Table 4. Matrix of the actual distribution of values by fuzzy sets

Membership functions µ
Risk Weights (level of influence) x Low

(µ1(x))
Low Medium
(µ2(x))

Medium
(µ3(x))

High Medium
(µ4(x))

High
(µ5(x))

R1.1 0.2000 5.01 0 0 0.96 0.04 0
R1.2 0.2000 67.5 0 0 0.30 0.70 0
R2.1 0.1333 31.5 0 0.74 0.36 0 0
R2.2 0.1333 83.5 0 0 0 0.66 0.34
R2.3 0.0667 25.5 0 0.98 0.02 0 0
R2.4 0.0667 53.5 0 0 0.86 0.14 0
R3.1 0.0857 71.5 0 0 0.14 0.86 0
R3.2 0.0571 65.0 0 0 0.40 0.60 0
R3.3 0.0286 24.5 0.02 0.98 0 0 0
R3.4 0.0286 83.0 0 0 0 0.68 0.32

Figure 4. Risk map of the investment project

of expenses of commercialization of the project). To trans-
late them into an acceptable green zone requires in-depth
comprehensive marketing research, development, and im-
plementation of additional measures to ensure the qual-

ity of raw materials; application of sanctions to suppliers,
up to replacement of equipment; staff training during con-
struction; search and implementation of reserves to reduce
production costs; transition to alternative sources; reduc-
tion of the share of imported materials and spare parts due
to the maximum use of domestic, primarily local, etc.

This approach to obtaining a comprehensive assess-
ment should also be used to select one of several alter-
native projects because the best will be the one where the
overall risk assessment of the project is less.

If we compare the obtained complex indicator with the
complex indicator obtained by ordinary convolution (the
sum of weights per indicator level), ie the average scores
from table 1 and the corresponding weights, the complex
indicator will be 57.2123. Thus, it is possible to notice
the difference in obtaining a complex indicator by different
methods, but the application of fuzzy logic allows to work
with both quantitative and qualitative input indicators and
to use easy-to-understand linguistic terms.

4 Conclusions

1. The task of determining a comprehensive risk as-
sessment of the project within this study is imple-
mented by a construction company, which assesses
the risks of a new investment project for the con-
struction of a residential complex. The experts iden-
tified the types of risk and their components that af-
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fect the results of the project and selected for the
formation of a comprehensive assessment. These in-
clude technical (risks of reassessment of project sus-
tainability; risks associated with the reassessment of
additional opportunities for project development),
external (risks of incorrect assessment of project de-
mand; risks associated with the nature of compe-
tition in the market; risks associated with the sol-
vency of the customer; risks of the uncertainty of
the external environment of the project), organiza-
tional (risks of estimating the costs of project com-
mercialization; risks of potential losses from project
implementation; risks of underestimation of project
development costs; risks of the uncertainty of the
internal environment of the project).

2. The mathematical model of the problem of deter-
mining a comprehensive assessment of project risks
consists of the following components: hierarchy of
existing project risks (a hierarchical tree of logical
conclusion); a set of qualitative assessments of each
factor in the hierarchy (linguistic terms); system of
relations of advantages of some risks over others
(for one level of hierarchy). The proposed Project
Risk Model consists of the following stages: for-
mation of initial data using expert opinions; con-
struction of a hierarchical project risk tree; deter-
mination of weighting factors (Fishburne weights)
of project risks; selection and description of mem-
bership function and linguistic variables; conversion
of input data provided by experts from a score scale
into linguistic terms; recognition of qualitative input
data on a linguistic scale; determination of a com-
plex indicator of investment project risks; interpre-
tation of a complex indicator.

3. Initial data were formed using the opinions of ex-
perts: the experts provided an estimate of the prob-
ability of occurrence of each of the selected risks of
the project on a scale from 0 to 100 points (ascend-
ing). The risks related to the nature of competition
in the market and the risks of uncertainty in the in-
ternal environment of the project are most likely.

4. A hierarchical tree of risks of the project is con-
structed with the indication of the system of rela-
tions of advantages that gives the chance to form
weighting factors using Fishburne weights.

5. According to the system of relations of preferences,
Fisher’s system of weights is formed. The highest
weights are the risks associated with the revaluation
of additional project development opportunities and
the risks of revaluation of project sustainability.

6. The linguistic variable “Level of risk” with the term
set of values A was formed. The triangular mem-
bership function with the following linguistic terms
was chosen as membership functions: Low (L), Low
Medium (LM), Medium (M), High Medium (HM),
High (H), distributed on a scale from 0 to 100 points.

7. The initial data provided by experts on the probabil-
ity of occurrence of each of the risks were converted
from a score scale to the linguistic terms Low (L),
Low Medium (LM), Medium (M), High Medium
(HM), High (H).

8. Recognition of qualitative input data on a linguis-
tic scale is carried out. The highest total value ac-
cording to the triangular membership function in the
linguistic term High Medium.

9. Determination of a complex indicator of the level of
project risks. Its value is 51.8194 points.

10. The analysis of the obtained complex indicator
shows that the total level of risk of the investment
project is average (93%) on the verge of above av-
erage (7%). The constructed risk map shows that
the most critical for the project implementation are
the risks associated with the reassessment of addi-
tional opportunities for project development; risks
of reassessment of project sustainability; risks asso-
ciated with the nature of competition in the market;
risks for estimating the costs of project commercial-
ization. To reduce them requires in-depth compre-
hensive marketing research, development, and im-
plementation of additional measures to ensure the
quality of raw materials; application of sanctions
to suppliers, up to replacement of equipment; staff

training during construction; search and implemen-
tation of reserves to reduce production costs; transi-
tion to alternative sources; reduction of the share of
imported materials and spare parts due to the maxi-
mum use of domestic, primarily local, etc.

The presented approach allows determining a compre-
hensive assessment of the risks of the investment project of
the enterprise, which indicates its universality and creates
conditions for its acceptability for different enterprises.
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