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Abstract. The article presents a mathematical model of finding the optimal route and its cost in the presence of various routing 

requirements in a heterogeneous information and communication network of an arbitrary unstable structure, allowing for max-imum efficient 

use of network resources, reducing the number of blockages and traffic delays. Theoretical researches were been confirmed by modeling traffic 

routing using the example of a fragment of a heterogeneous network. 

The purpose of the study: the search for optimal traffic routing algorithms. Re-search methods: analysis, mathematical modeling. 

Scientific novelty: the routing algorithms presented in the article for the first time. Practical value: the mathemat-ical model and algorithms 

may be used in real conditions of data traffic routing. 
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Introduction. The growing needs of practice 

require more and more computing resources, and 

their increasing complexity makes it necessary to 

consolidate a large number of heteroge-neous 

resources. The use of standard network 

technologies for these purposes does not lead 

directly to success, either because of the difficulties 

of access to such re-sources, and for technological 

reasons. A variant of the approach based on 

distribut-ed clusters (GRID) can be abstractly 

considered simply as a collection of computa-tional 

resources capable of solving computational 

problems. This approach works great if there are a 

lot of simple tasks and a lot of resources on which 

they run. An-other way to consider is a collection 

of objects that should be managed by running 

code as the only huge machine. Such an approach 

is good in homogeneous systems, or when 

administrative resources can be controlled. 

Therefore, to solve the problem, new approaches 

are required. In this research, it is assumed that you 

can use the main advantages of Grid - systems, 

abandoning the basic principle - separation of the 

user from the tools and launching applications 

through virtual organizations. On the contrary, the 

combination of the intermediate hardware-

software and telecommuni-cations software such 

as Grid with a specific operating environment 

allows building distributed heterogeneous 

computing systems not only for running complex 

applica-tions, but also for optimizing them. In fact, 

it’s about building a specific type of mid-dleware 

PSE (problem solution environment), which allows 

to create a user-friendly operating environment 

that combines the advantages of the Grid toolkit 

with the capabilities for managing distributed 

computing resources (Fig. 1). 
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Figure 1. An example of a heterogeneous information and communication network 

 

Any distributed information system primarily 

involves a network of nodes. There-fore, routing is 

one of the most important tasks in a distributed 

network. The efficien-cy of routing directly 

determines the performance of calculations as a 

whole, distrib-uted task scheduling, balancing and 

managing resources at run time, and the order of 

monitoring resources and tasks. 

Setting a task for research. Currently, there 

are a large number of routing algorithms that 

satisfy the requirements for traffic transfer, quality 

of service parameters, service level agreements, etc. 

[1–5]. Moreover, almost all algorithms are designed 

for a stable network, do not take into account 

mobile nodes and heterogeneity of the structure. 

This article discusses a mathematical model of 

routing for modern heterogeneous information 

and communication networks with an unstable 

structure. 

Thus, in this article, the authors propose to 

develop a methodology for creating and 

optimizing distributed heterogeneous computing 

systems based on routing. The basic idea is to 

combine three successive steps. First, with the help 

of specially select-ed software, the system 

integration of the computer systems included in 

the hetero-geneous complex is carried out. Then, 

on the basis of special routing algorithms, an 

operating environment is created for convenient 

user operation in a distributed com-puting 

environment. And, finally, on the basis of a set of 

simple mathematical mod-els, a synthetic test is 

built, which allows determining the performance of 

the created complex and, thus, carrying out its 
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structural optimization. Establishes the adequacy of 

the results. 

All values defined in this article are 

normalized and can be used for various di-

mensions and conditions: bandwidth and traffic 

volume are measured in convenient for a specific 

task units (bits, bytes, packets, etc.), the 

transmission cost determines some measure of 

transmission costs: transmission time, energy or 

economic costs of transmission, etc. 

Mathematical model of routing. Consider 

a distributed information system (DIS) and the 

corresponding full directed graph G = (V, E), where 

V is the set of nodes, E is the set of communication 

lines (routes) between each pair of nodes. 

We define a set R, such that R ⊂ V x V. Pairs 

of nodes from the set R correspond to pairs of 

network end nodes between which traffic is 

transmitted. 

For ∀(vi, vj) ∈ R, define the set of all possible 

routes Lij ={l1(vi, vj), l2(vi, vj), … ,ln(vi, vj)} between 

nodes (vi, vj), where lr(vi, vj) - some unique route 

between nodes (vi, vj). 

In [6], for each pair of nodes (vi, vj) ∈ R, the 

function f(vi, vj) ≥ 0, was defined, describing the 

volume of traffic transferred between these nodes 

and the conditions for such a function without 

taking into account the weight fractions of the 

capacity of each individual route. Will define 

conditions satisfying the functions f(vi, vj) taking 

into account the weight fractions of the carrying 

capacity of the route w:  

𝐹(𝑝, 𝑣𝑖 , 𝑣𝑗) =  ∑ 𝑓𝑖𝑗(𝑝, 𝑣𝑖 , 𝑣𝑘)

𝑘

= 

=  ∑ 𝑓𝑖𝑗(𝑝, 𝑣𝑘 , 𝑣𝑗)

𝑘

;  ∀(𝑣𝑘) ∈  V \ {𝑣𝑖 , 𝑣𝑗}   (1) 

𝐹𝑖𝑗(𝑝, 𝑣𝑘 , 𝑣𝑙)  ≤
𝑤𝑘𝑙

𝑤𝑖𝑗
𝑓(𝑝, 𝑣𝑖 , 𝑣𝑗) − 

− ∑ 𝐹𝑚𝑛(𝑝, 𝑣𝑘 , 𝑣𝑙)

𝑚,𝑛

;  (𝑣𝑚, 𝑣𝑛) ∈  R \ (𝑣𝑖 , 𝑣𝑗) (2) 

where Fij(vk ,vl) is the fraction of traffic F(vi, vi), 

flowing between nodes (vk ,vl); wkl ≥ 0  is the route 

bandwidth between nodes (vk ,vl), p is the data flow 

identifier. 

Condition (1) determines that the volume of 

traffic transmitted over the network from node vi 

will be equal to the volume of traffic entering node 

vj. Condition (2) means that the amount of traffic 

transmitted by any route does not exceed the 

capacity of this route. 

Consider the FIGURE as a graph, each pair of 

nodes (vi, vj) and the route between them (vi, vj) of 

which is assigned a tuple: 

[wij, probij, Lij, f(vi, vj, t)]               (3) 
where probij is the probability value of the 

existence of at least one route between nodes 

(vi, vj), f (vi, vj, t) ≥ 0 is a function corresponding to 

the total volume of traffic transmitted between 

nodes (vi, vj) at each time t: 

𝑓(𝑝, 𝑣𝑖 , 𝑣𝑗 , 𝑡) =  
𝑑𝐹(𝑝, 𝑣𝑖 , 𝑣𝑗)

𝑑𝑡
                        (4) 

Each separate route lr ∈ Lij corresponds to a 

tuple: 

[wr(vi ,vj), probr(vi ,vj), costr(vi ,vj), fr(p, vi ,vj, t)]; 

 0 ≤ probr(vi ,vj) ≤ 1;                   0 ≤ costr(vi ,vj)     (5) 

where probr(vi ,vj) is the probability value for 

the existence of a route lr between nodes (vi, vj), 

costr(vi ,vj) is the value of the cost of transmitting a 

conditional unit of information along the route lr 

between nodes (vi, vj), fr((p, vi ,vj, t) ≥ 0 is the 

function corresponding to the volume of traffic 

transmitted along the route lr at each time t. We will 

also assume that the value of probij, probr(vi ,vj) and 

costr(vi ,vj) are the same when transmitting traffic in 

both directions (i.e., the probability of the existence 

of a route and the cost of transmission along this 

route in the forward direction are equal to the 

probability of the existence of this route and the 

cost of transmission on the route in the opposite 

direction). 

The probability of the existence of a route 

between two nodes of each unique route lr is the 

probabilistic product of all intermediate routes 

(included in this route) between adjacent links on 

this route: 

𝑝𝑟𝑜𝑏𝑟(𝑣𝑖 , 𝑣𝑗) = 

 = ∏ 𝑝𝑟𝑜𝑏𝑟(𝑣𝑚, 𝑣𝑛);  ∀𝑙𝑟(𝑣𝑚, 𝑣𝑛) ∈ 𝑙𝑟(𝑣𝑖 , 𝑣𝑗),𝑚,𝑛  (6) 

where r is the conditional number of the 

unique route between each pair of nodes (vi, vj). 

Hereinafter, we will consider only routes with a 

probability other than zero, since a route with a 

probability of zero can never realize itself. 

The total probability of the existence of at 

least one route between a pair of nodes (vi, vj) is 

considered the probability sum of the probabilities 

of the existence of all unique routes between these 

nodes: 
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𝑝𝑟𝑜𝑏(𝑣𝑖 , 𝑣𝑗) = 1 − 

− ∏ (1 − 𝑝𝑟𝑜𝑏𝑟(𝑣𝑖 , 𝑣𝑗))

∀𝑟

;   ∀𝑙𝑟(𝑣𝑖 , 𝑣𝑗) ∈ 𝐿𝑖𝑗 ,    (7.1) 

𝑝𝑟𝑜𝑏(𝑣𝑖 , 𝑣𝑗) = 1 − 

− ∏(1 −

∀𝑟

∏ 𝑝𝑟𝑜𝑏𝑟(𝑣𝑚, 𝑣𝑛)

𝑚,𝑛

);   

∀𝑙𝑟(𝑣𝑚, 𝑣𝑛) ∈ 𝑙𝑟(𝑣𝑖 , 𝑣𝑗) ∈ 𝐿𝑖𝑗 .           (7.2) 

 Formula (7.2) makes it possible to calculate 

the probability of the existence of at least one route 

between two nodes of a heterogeneous network, 

based on the probabilities of the existence of each 

individual fragment of the network. 

The residual bandwidth of the lr route 

section between intermediate nodes (vm, vn) is a 

value indicating by what value the data flow p* can 

be increased along this route after deducting all 

third-party data streams: 

𝑤𝑟
∗(𝑝∗, 𝑣𝑚, 𝑣𝑛, 𝑡) = 𝑤𝑟(𝑣𝑚, 𝑣𝑛) − 

− ∑ 𝑓𝑟(𝑝, 𝑣𝑚, 𝑣𝑛, 𝑡)

∀𝑔∈𝐺

, ∀𝑝 ∈ 𝑃\𝑝∗                  (8) 

where P is the set of data streams flowing 

along the lr route. The residual bandwidth of the lr 

route section between intermediate nodes (vi, vj)  

will correspond to the segment of the route with 

the lowest bandwidth: 

𝑤𝑟
∗(𝑝∗, 𝑣𝑖 , 𝑣𝑗 , 𝑡) = min

∀(𝑣𝑚,𝑣𝑛)
(𝑤𝑟

∗(𝑝∗, 𝑣𝑚, 𝑣𝑛, 𝑡)),  

∀(𝑣𝑚, 𝑣𝑛) ∈ (𝑣𝑚, 𝑣𝑛)                                      (8.1) 

 The amount of information transmitted in 

the stream p* along the lr route between a pair of 

nodes (vi, vj) during time T: 

𝐹𝑟(𝑝∗, 𝑣𝑖 , 𝑣𝑗) ≤  ∫ 𝑤𝑟
∗(𝑝∗, 𝑣𝑖 , 𝑣𝑗 , 𝑡 )

𝑇

0

𝑑𝑡           (9) 

The cost of transferring a unit of information 

for a pair of nodes (vi, vj) for each unique route lr 

will be considered the sum of the cost of 

transmitting a part of this data for each fragment 

of this route: 

𝑐𝑜𝑠𝑡𝑟(𝑣𝑖 , 𝑣𝑗) = 

 = ∑ 𝑐𝑜𝑠𝑡𝑟(𝑣𝑚, 𝑣𝑛)

𝑚,𝑛

𝐹𝑟(𝑝∗, 𝑣𝑚, 𝑣𝑛)

𝐹𝑟(𝑝∗, 𝑣𝑖 , 𝑣𝑗)
                 (10) 

The relative cost of transmitting traffic for 

each unique route lr will be considered as the ratio 

of the cost of transmitting information on this route 

to the probability of the existence of this route: 

𝑐𝑜𝑠𝑡𝑟
∗(𝑣𝑖 , 𝑣𝑗) =  

𝑐𝑜𝑠𝑡𝑟(𝑣𝑖 , 𝑣𝑗)

𝑝𝑟𝑜𝑏𝑟(𝑣𝑖 , 𝑣𝑗)
;  

𝑝𝑟𝑜𝑏𝑟(𝑣𝑖 , 𝑣𝑗) > 0                                              (11) 

Obviously, the route with the lowest relative 

cost will be the most optimal route for transmitting 

information: such a route may have a higher cost 

than a route with a minimum cost, but the 

probabilistic losses in this route are much lower: 

𝑐𝑜𝑠𝑡𝑜(𝑣𝑖 , 𝑣𝑗) = min
𝑟

(𝑐𝑜𝑠𝑡𝑟
𝑜(𝑣𝑖 , 𝑣𝑗)) = 

 = min
𝑟

(
𝑐𝑜𝑠𝑡𝑟(𝑣𝑖 , 𝑣𝑗)

𝑝𝑟𝑜𝑏𝑟(𝑣𝑖 , 𝑣𝑗)
) ; 𝑝𝑟𝑜𝑏𝑟(𝑣𝑖 , 𝑣𝑗) > 0,   (12) 

where costo is the cost of data transfer 

between nodes (vi, vj) along the most optimal route. 

Modeling. Illustration of the method 

obtained with an example: the network (Fig. 2) 

receives a request to route traffic of size W from 

node A to node F. Consider the flow routing based 

on the routes: 

 least short way (shortest way); 

 the highest probability of the existence of 

the route (the most likely path); 

 the highest capacity of the route (the 

fastest way); 

 least cost data transfer. 
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Figure 2. Model of a heterogeneous information and communication network 

 

Given the heterogeneous and unstable 

nature of the network, we will imply the following: 

each node has a memory - the information 

transmitted to the node is not lost even in the case 

of a temporary absence of a communication line. 

This is the main difference from routing methods in 

local area networks, where the route involves the 

establishment of a direct connection from the 

source to the receiver; 

The capacity of a particular route segment 

cannot exceed the capacity of previous route 

segments, taking into account the probability of 

the existence of communication lines and the total 

line capacity. This requirement specifies that 

outgoing traffic at each node cannot exceed 

inbound. 

In this article, the routing algorithms are not 

considered, therefore the routes for each individual 

routing model will be chosen empirically. 

Routing the shortest path. For this routing 

model, the shortest route is the route through the 

ABF nodes. 

For fragment AB, the relative throughput 

(taking into account the probability of the existence 

of a route) will be equal to: 

𝑤∗(𝑣𝐴, 𝑣𝐵) = 𝑤(𝑣𝐴, 𝑣𝐵) ∗ 𝑝𝑟𝑜𝑏(𝑣𝐴, 𝑣𝐵) = 

= 100 ∗ 0.01 = 1, 

cost of traffic transfer volume W: 

𝐶𝑂𝑆𝑇(𝑣𝐴, 𝑣𝐵) =
𝑊 ∗ 𝑐𝑜𝑠𝑡(𝑣𝐴, 𝑣𝐵)

𝑤∗(𝑣𝐴, 𝑣𝐵)
=

𝑊 ∗ 0.9

1
= 

= 0.9 𝑊. 
For a BF fragment, the relative throughput 

(taking into account the probability of the existence 

of a route) and the throughput of previous sections 

of the route will be equal to: 

𝑤∗(𝑣𝐵 , 𝑣𝐹) = 

= min(𝑤(𝑣𝐵 , 𝑣𝐹) ∗ 𝑝𝑟𝑜𝑏(𝑣𝐵 , 𝑣𝐹), 𝑤∗(𝑣𝐴, 𝑣𝐵))

= 1, 

cost of traffic transfer volume W: 

𝐶𝑂𝑆𝑇(𝑣𝐵 , 𝑣𝐹) =
𝑊 ∗ 𝑐𝑜𝑠𝑡(𝑣𝐵 , 𝑣𝐹)

𝑤∗(𝑣𝐵 , 𝑣𝐹)
= 0.1 𝑊. 

The total cost of traffic on the route ABF will 

be equal to:  

𝐶𝑂𝑆𝑇(𝑣𝐴, 𝑣𝐹) = 𝐶𝑂𝑆𝑇(𝑣𝐴, 𝑣𝐵) + 

+ 𝐶𝑂𝑆𝑇(𝑣𝐵 , 𝑣𝐹) = 𝑊. 

 

Routing along the most probable path. 

For a given routing model, we determine the 

probabilities of the existence of each of the routes: 
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Table 1. Routing along the most probable path 

ABF ABCEF ABCDEF ACBF ACEF 

0.009 0.0004 0.00024 0.36 0.025 

ACDEF ADCBF ADCEF ADEF ADECBF 

0.015 0.252 0.0175 0.042 0.1512 

From the results obtained (Table 1), it is clear 

that the route is most likely to have ACBF. 

For each route fragment, we calculate the 

relative throughput and cost of transmitting traffic 

of volume W for fragments of the AC, CB, BF route: 

𝑤∗(𝑣𝐴, 𝑣с) = 𝑤(𝑣𝐴, 𝑣с) ∗ 𝑝𝑟𝑜𝑏(𝑣𝐴, 𝑣с) = 37.5,  

𝐶𝑂𝑆𝑇(𝑣𝐴, 𝑣𝑐) =
𝑊 ∗ 𝑐𝑜𝑠𝑡(𝑣𝐴, 𝑣𝑐)

𝑤∗(𝑣𝐴, 𝑣𝑐)
= 0.013 𝑊. 

𝑤∗(𝑣𝐶 , 𝑣𝐵) = 

= min(𝑤(𝑣𝐶 , 𝑣𝐵) ∗ 𝑝𝑟𝑜𝑏(𝑣𝐶 , 𝑣𝐵), 𝑤∗(𝑣𝐴, 𝑣𝐶))

= 25.6, 

𝐶𝑂𝑆𝑇(𝑣𝐶 , 𝑣𝐵) =
𝑊 ∗ 𝑐𝑜𝑠𝑡(𝑣𝐶 , 𝑣𝐵)

𝑤∗(𝑣𝐶 , 𝑣𝐵)
= 0.012 𝑊. 

𝑤∗(𝑣𝐵 , 𝑣𝐹) = 

= min(𝑤(𝑣𝐵 , 𝑣𝐹) ∗ 𝑝𝑟𝑜𝑏(𝑣𝐵 , 𝑣𝐹), 𝑤∗(𝑣𝐴, 𝑣𝐵))

= 13.5, 

𝐶𝑂𝑆𝑇(𝑣𝐵 , 𝑣𝐹) =
𝑊 ∗ 𝑐𝑜𝑠𝑡(𝑣𝐵 , 𝑣𝐹)

𝑤∗(𝑣𝐵 , 𝑣𝐹)
= 0.007 𝑊. 

The total cost of traffic on the ACBF route will 

be equal to:  

𝐶𝑂𝑆𝑇(𝑣𝐴, 𝑣𝐹) = 𝐶𝑂𝑆𝑇(𝑣𝐴, 𝑣𝑐) +  𝐶𝑂𝑆𝑇(𝑣𝐶 , 𝑣𝐵)

+ 𝐶𝑂𝑆𝑇(𝑣𝐵 , 𝑣𝐹) = 0.032 𝑊. 

 

The route with the highest bandwidth. For 

this routing model, we determine the relative 

throughput for each network fragment (Fig. 3): 

 

 
Figure 3. Relative bandwidth of communication lines 
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determine the probabilities of the existence 

of each of the routes: 

 

 

Table 2. The route with the highest bandwidth 

ABF ABCEF ABCDEF ACBF ACEF 

1 1 1 13.5 6.4 

ACDEF ADCBF ADCEF ADEF ADECBF 

6.4 13.5 6.4 6.4 6.4 

According to the results obtained (Table 2), 

it is clear that the routes with the highest 

throughput are: ACBF and ADCBF. 

The total cost of transmission for the ACBF 

route was calculated in the previous model (the 

route along the most probable route): 

𝐶𝑂𝑆𝑇(𝑣𝐴, 𝑣𝐹) = 𝐶𝑂𝑆𝑇(𝑣𝐴, 𝑣𝑐) +  𝐶𝑂𝑆𝑇(𝑣𝐶 , 𝑣𝐵) 

+𝐶𝑂𝑆𝑇(𝑣𝐵 , 𝑣𝐹) = 0.032 𝑊. 

The total cost of traffic on the route ADCBF 

will be equal to:  

𝐶𝑂𝑆𝑇(𝑣𝐴, 𝑣𝐹) = 𝐶𝑂𝑆𝑇(𝑣𝐴, 𝑣𝐷) + 𝐶𝑂𝑆𝑇(𝑣𝐷 , 𝑣𝐶) 

+ 𝐶𝑂𝑆𝑇(𝑣𝐶 , 𝑣𝐵) + 𝐶𝑂𝑆𝑇(𝑣𝐵 , 𝑣𝐹) = 0.061 𝑊. 

 

The route with the lowest cost. For a given 

route, the relative cost of transmitting traffic of 

volume W over any data line will be equal to: 

𝐶𝑂𝑆𝑇 =
𝑊 ∗ 𝑐𝑜𝑠𝑡

𝑤 ∗ 𝑝𝑟𝑜𝑏
=

𝑊 ∗ 𝑐𝑜𝑠𝑡∗

𝑤
=

𝑊

𝑤∗
∗ 𝑐𝑜𝑠𝑡. 

 We calculate the cost of data transfer and 

the relative bandwidth by sifting out the “extra” 

branches by parsing the network into triangles and 

eliminating the branches inside each triangle 

(outgoing point and a pair of points with direct 

connection) starting from point A. 

Iteration 1: a pair of points (B, C), a triangle 

(A, B, C): 

𝑤𝐴𝐵
∗ = 𝑤(𝑣𝐴, 𝑣𝐵) ∗ 𝑝𝑟𝑜𝑏(𝑣𝐴, 𝑣𝐵) = 1, 

𝑤𝐴𝐶
∗ = 𝑤(𝑣𝐴, 𝑣𝐶) ∗ 𝑝𝑟𝑜𝑏(𝑣𝐴, 𝑣𝐶) = 37.5, 

𝑤𝐴𝐵𝐶
∗ = min(𝑤(𝑣𝐵 , 𝑣𝐶) ∗ 𝑝𝑟𝑜𝑏(𝑣𝐵 , 𝑣𝐶), 𝑤𝐴𝐵

∗ )

= 1, 

𝑤𝐴𝐶𝐵
∗ = min(𝑤(𝑣𝐶 , 𝑣𝐵) ∗ 𝑝𝑟𝑜𝑏(𝑣𝐶 , 𝑣𝐵), 𝑤𝐴𝐶

∗ )

= 25.6, 

𝐶𝑂𝑆𝑇𝐴𝐵 =
𝑊 ∗ 𝑐𝑜𝑠𝑡(𝑣𝐴, 𝑣𝐵)

𝑤𝐴𝐵
∗ = 0.9 𝑊, 

𝐶𝑂𝑆𝑇𝐴𝐶 =
𝑊 ∗ 𝑐𝑜𝑠𝑡(𝑣𝐴, 𝑣𝐶)

𝑤𝐴𝐶
∗ = 0.013 𝑊, 

𝐶𝑂𝑆𝑇𝐴𝐵𝐶 = 𝐶𝑂𝑆𝑇𝐴𝐵 +
𝑊 ∗ 𝑐𝑜𝑠𝑡(𝑣𝐵 , 𝑣𝐶)

𝑤𝐴𝐵𝐶
∗

= 1.2 𝑊. 

𝐶𝑂𝑆𝑇𝐴𝐶𝐵 = 𝐶𝑂𝑆𝑇𝐴𝐶 +
𝑊 ∗ 𝑐𝑜𝑠𝑡(𝑣𝐵 , 𝑣𝐶)

𝑤𝐴𝐶𝐵
∗

= 0.024 𝑊. 

From the calculated values, it can be seen 

that the ACB transmission (0.024W) is lower than 

the AB route (0.9W) and the AC transmission 

(0.013W) is lower than the ABC route (1.2W). 

Consequently, the AB communication line should 

be excluded from further calculations. 

Iteration 2: a pair of points (C, D), a triangle 

(A, C, D): 

𝑤𝐴𝐷
∗ = 𝑤(𝑣𝐴, 𝑣𝐷) ∗ 𝑝𝑟𝑜𝑏(𝑣𝐴, 𝑣𝐷) = 16.8, 

𝑤𝐴𝐷𝐶
∗ = min(𝑤(𝑣𝐶 , 𝑣𝐷) ∗ 𝑝𝑟𝑜𝑏(𝑣𝐶 , 𝑣𝐷), 𝑤𝐴𝐷

∗ )

= 16.8, 

𝑤𝐴𝐶𝐷
∗ = min(𝑤(𝑣𝐶 , 𝑣𝐷) ∗ 𝑝𝑟𝑜𝑏(𝑣𝐶 , 𝑣𝐷), 𝑤𝐴𝐶

∗ )

= 37.5, 

𝐶𝑂𝑆𝑇𝐴𝐷 =
𝑊 ∗ 𝑐𝑜𝑠𝑡(𝑣𝐴, 𝑣𝐷)

𝑤𝐴𝐷
∗ = 0.006 𝑊, 

𝐶𝑂𝑆𝑇𝐴𝐷𝐶 = 𝐶𝑂𝑆𝑇𝐴𝐷 +
𝑊 ∗ 𝑐𝑜𝑠𝑡(𝑣𝐷, 𝑣𝐶)

𝑤𝐴𝐷𝐶
∗

= 0.036 𝑊. 
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𝐶𝑂𝑆𝑇𝐴𝐶𝐷 = 𝐶𝑂𝑆𝑇𝐴𝐶 +
𝑊 ∗ 𝑐𝑜𝑠𝑡(𝑣𝐷, 𝑣𝐶)

𝑤𝐴𝐶𝐷
∗

= 0.026 𝑊. 

From the calculated values, it can be seen 

that the ACD (0.026W) transmission is higher than 

the AD route (0.006W) and the AC transmission 

(0.013W) is lower than the ADC transmission 

(0.026W). Therefore, the CD line should be 

excluded from further calculations. 

After the first two iterations, the network will 

look like in Fig. 4. In this case, the lines AD and DE 

can be combined into one line AE with parameters:  

𝑝𝑟𝑜𝑏𝐴𝐸 =  min (𝑝𝑟𝑜𝑏𝐴𝐷 ,  𝑝𝑟𝑜𝑏𝐷𝐸) = 0.6, 

𝑤𝐴𝐸 =  min (𝑤𝐴𝐷, 𝑤𝐷𝐸) = 24, 

𝑐𝑜𝑠𝑡𝐴𝐸 =  𝑐𝑜𝑠𝑡𝐴𝐷 ∗ 𝑝𝑟𝑜𝑏𝐷𝐸 +  𝑐𝑜𝑠𝑡𝐷𝐸 ∗ 𝑝𝑟𝑜𝑏𝐴𝐷

= 0.2. 

 
Figure 4. Network status after the first two iterations 

 

Iteration 3: a pair of points (C, E), a triangle 

(A, C, E): 

𝑤𝐴𝐸
∗ = 𝑤(𝑣𝐴, 𝑣𝐸) ∗ 𝑝𝑟𝑜𝑏(𝑣𝐴, 𝑣𝐸) = 14.4, 

𝑤𝐴𝐸𝐶
∗ = min(𝑤(𝑣𝐶 , 𝑣𝐸) ∗ 𝑝𝑟𝑜𝑏(𝑣𝐶 , 𝑣𝐸), 𝑤𝐴𝐸

∗ )

= 14.4, 

𝑤𝐴𝐶𝐸
∗ = min(𝑤(𝑣𝐶 , 𝑣𝐸) ∗ 𝑝𝑟𝑜𝑏(𝑣𝐶 , 𝑣𝐸), 𝑤𝐴𝐶

∗ )

= 24, 

𝐶𝑂𝑆𝑇𝐴𝐸 =
𝑊 ∗ 𝑐𝑜𝑠𝑡(𝑣𝐴, 𝑣𝐸)

𝑤𝐴𝐸
∗ = 0.014 𝑊, 

𝐶𝑂𝑆𝑇𝐴𝐸𝐶 = 𝐶𝑂𝑆𝑇𝐴𝐸 +
𝑊 ∗ 𝑐𝑜𝑠𝑡(𝑣𝐸 , 𝑣𝐶)

𝑤𝐴𝐸𝐶
∗

= 0.042 𝑊. 

𝐶𝑂𝑆𝑇𝐴𝐶𝐸 = 𝐶𝑂𝑆𝑇𝐴𝐶 +
𝑊 ∗ 𝑐𝑜𝑠𝑡(𝑣𝐸 , 𝑣𝐶)

𝑤𝐴𝐶𝐸
∗

= 0.030 𝑊. 

From the calculated values, it can be seen 

that the ACE (0.030W) transmission is higher than 

the AE route (0.014W) and the AC transmission 

(0.013W) is lower than the AEC route (0.042W). 

Therefore, the CE link should be excluded from 

further calculations. 

After the third iteration, only two direct 

routes remain: ACBF and ADEF. Calculate the 

relative bandwidth and cost for each of them: 

𝑤𝐴𝐶𝐵𝐹
∗ = min(𝑤(𝑣𝐵 , 𝑣𝐹) ∗ 𝑝𝑟𝑜𝑏(𝑣𝐵 , 𝑣𝐹), 𝑤𝐴𝐶𝐵

∗ )

= 13.05, 

𝑤𝐴𝐷𝐸𝐹
∗ = min(𝑤(𝑣𝐸 , 𝑣𝐹) ∗ 𝑝𝑟𝑜𝑏(𝑣𝐸 , 𝑣𝐹), 𝑤𝐴𝐷𝐸

∗ )

= 6.4, 



CSITA                   INFORMATION TECHNOLOGY 

ISSN 2414-9055 

© Computer science, information technology, automation. 2019. Volume 5, issue 1 

22 

𝐶𝑂𝑆𝑇𝐴𝐶𝐵𝐹 = 𝐶𝑂𝑆𝑇𝐴𝐶𝐵 +
𝑊 ∗ 𝑐𝑜𝑠𝑡(𝑣𝐵 , 𝑣𝐹)

𝑤𝐴𝐶𝐵𝐹
∗

= 0.032 𝑊. 

𝐶𝑂𝑆𝑇𝐴𝐷𝐸𝐹 = 𝐶𝑂𝑆𝑇𝐴𝐷𝐸 +
𝑊 ∗ 𝑐𝑜𝑠𝑡(𝑣𝐸 , 𝑣𝐹)

𝑤𝐴𝐷𝐸𝐹
∗

= 0.155 𝑊. 

The results show that the best route will be 

the ACBF route with a cost of 0.032W. These results 

are consistent with the results when finding routes 

with the highest throughput and the highest 

probability of the existence of routes. At the same 

time, using the model of building a route at the 

lowest cost allows you to avoid collecting statistical 

information of the entire network and rely on 

information only about neighboring nodes. 

 

Evaluation of the adequacy of the results. 

The reliability of these results and conclusions is 

confirmed by the results of testing algorithms and 

software, as well as the practical use of the 

developed algorithmic and software methods and 

tools. These studies were conducted by the method 

of statistical tests. 

To assess the adequacy (reliability) of the 

approximation, the following relationship was used 

[9-10]: 
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where R2 is the coefficient of determination; 

ii YY ˆ,  - experimental data and 

approximating values of dependence, respectively; 

n  –  the number of points of approximation. 

Based on experimental data, a confidence 

interval was calculated to determine the extremum 

for each species. For a normal distribution [9, 10], 

according to the “three sigma” rule, the confidence 

interval with a probability of 95% is defined as: 

)2(    , 

where   - estimated value (maximum traffic 

in the system),%; 

  - accuracy of assessment,%; 

 - standard deviation,%. 

The value is also estimated using the 

confidence interval for the general variance: 
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where   - the level of significance used to 

calculate the level of reliability of a given 

distribution; 

 
2

1n  - the value of the Pearson distribution 

function (2-distribution) with the number of 

degrees of freedom (n-1); 
2S   - unbiased estimate of the standard 

deviation of the total population. 

From where the limiting value of the error for 

the calculated value will be 
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The traditional criterion used in such cases is 

the mean square error of MSE prediction (Mean 

Square Error, that is, the quadratic norm [9]) or the 

estimate of the normalized mean error of 

generalization NMSE (Normalized Mean Squared 

Error [10]). 

The evaluation of the model adequacy 

indicators showed [11] fairly good values for a 

number of key indicators. So, according to the 

coefficient of determination, modeling showed 

results at the level of R2=0,72-0,74. The estimation 

of the normalized mean error of generalization 

NMSE to 0,0015. The level of reliability while 95%. 

All this confirms the adequacy of the resulting 

model and the modeling process as a whole. 

Conclusions 

1. The paper discusses the main problems 

encountered in the integration of heterogeneous 

distributed computing resources. The advantages 

and disadvantages of integrating distributed 

computing resources at the system level are 

analyzed. 

2. Solved the problem of finding the optimal 

route for traffic transmission, taking into account 

the load on the network, the residual bandwidth of 

its links and routing requirements, subject to 

variable network structure, the cost of traffic 

transmission and the possibility of its separation. 

3. The proposed mathematical model can be 

applied to develop methods and routing 

algorithms, search for solutions to the problem of 
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routing in information and communication 

networks of complex structure. The model is 

implemented by splitting the network graph into 

components, for each of which the described 

routing model is applied, followed by the 

composition of a common solution. 

4. The resulting mathematical model of 

traffic routing in a heterogeneous distributed 

information system is fully adequate (coefficient of 

determination R2=0,72-0,74, normalized average 

error NMSE to 0.0015 with a level of reliability of 

95%). 
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